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FINAL REPORT ON ONR GRANT NO. N00014-04-1-0436

O PERIOD OF PERFORMANCE: 3/15/04 to 07/14/05

I. Title of Project

The California Central Coast Research Partnership: Building Relationships,
Partnerships and Paradigms for University-Industry Research Collaboration.

II. Summary of Project

The mission of the California Central Coast Research Partnership (C3RP) is to facilitate
the exchange of knowledge and skills between the higher education sector and the private
sector in San Luis Obispo County, and to encourage the growth of high-tech companies
in the region, thereby enhancing economic development and quality of life. The
partnership is a long-term plan to create a dynamic and self-supporting university-
industry-government partnership that capitalizes on the strengths and mutual interests of
the educational and technology-based business sectors. The plan recognizes the key role
of higher education in preparing a highly skilled work force and transferring new
knowledge to practical uses. The outcomes of this partnership, when fully realized, will
be the expansion of current and the creation of new University technology R&D
activities; the development of existing technology-based businesses and the creation of
new ones; and the generation of opportunities forjob training and research and
development activities for University and Community College students and faculty in
areas of interest to the Department of Defense and national security.

The project will eventually lead to the construction (with private financing) of a
technology park on the California Polytechnic State University campus that will provide
state-of-the-art space for private technology companies engaged in research and
development activities, as well as a business incubator that will provide all of the support
services needed by start-up, technology-based companies. At this stage, the project
involves planning, analysis, relationship-building and pilot research projects related to
development of the long-term partnership and its research foci.

III. Relevance to ONR Objectives

A. Relevant partners.

C3RP represents a coalition of educational institutions, local, state and federal
government, and private businesses that have worked together in unprecedented fashion
to advance the common goals inherent in the proposed university-industry partnership.
The current partners in the project and their contributions include:

California Polytechnic State University
o committed the land for the project, valued at -$1.5 million
o provided assistance in financial management of the project
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o contributed $90,000 for a pre-feasibility study by BechtelCorporation

o committed several hundred thousand dollars of in-kind
contributions of senior management time and effort over several
years; continues to do so

o invested -$800,000 in efforts to raise additional funds for the
project

GEO, International (GEOgraphic Network Affiliates, International; a private
company)

o has worked pro bono with C3Rp on communications aspects of
the project

CENIC (Corporation for Educational Network Initiatives in California;
association of Internet2 universities in CA)

o works with Cal Poly and GEO to further the goals of the IEEAF
(see below), goals that will directly benefit C3RP

o CENIC and AARNET, Australia's Academic and Research
Network (http://aarnet.edu.au) are working on a collaborative
effort with the fiber-optic carrier, Southern Cross, to implement a
trans-Pacific high-speed network connection (10 Gigabits/sec) that
will connect through the Cal Poly campus.

IEEAF(International Educational Equal Access Foundation; established by
GEO and CENIC)

o has secured donations of virtual and physical communications
assets in at least 37 countries; some of these fiber-optic assets
directly benefit this ONR project

City of San Luis Obispo
o in partnership with Cal Poly has developed a carrier-neutral

fiberoptic ring around the city.
National Science Foundation

o is working with GEO, IEEAF, CENIC and other universities in the
United States to promote the goals of these organizations to
develop low-cost fiber-optic networks for the benefit of
educational institutions, non-profit organizations and local
communities.

Housing and Urban Development
o Has provided funds toward construction of the pilot technology

park building.

Efforts are ongoing to secure new partners, including:
"* Major corporations
"* Small technology-based businesses
"* Economic Development Administration
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B. Strategic location.

Technological developments in San Luis Obispo related to the intersection of major
undersea and terrestrial fiber-optic cable networks on the central coast of California have
provided an exceptional opportunity to focus the research partnership initially on the
emerging technology area of global telecommunications. Linking the research partnership
to this burgeoning field has enabled us to recruit many of the important partners listed
above and will provide the strong affiliation between the educational and private sectors
that is the foundation for success in university-related technology parks. It will also open
new opportunities for federally supported research and development projects.

C. Relevant R&D focus.

Global telecommunications, particularly wireless, "over the horizon" communications, is
fundamental to many current and developing defense strategies, including the ability to
respond effectively to various forms of terrorist activities (including biological and
chemical warfare), and in situations that require large-scale humanitarian assistance and
disaster relief- areas which have become far more critical in the wake of the September
11, 2001 terrorist attack on American soil. It is also fundamental to the development of
the decision-support systems that underlie and are key to these strategies. Cal Poly's
Collaborative Agent Design (CAD) Research Center is the architect and lead developer
of one of the first such systems: IMMACCS (Integrated Marine Multi-Agent Command
and Control System), with JPL, SPAWAR Systems Center and the Stennis Space Center
(NRL) as the other principal team members. Because of this, Cal Poly and the CAD
Research Center have taken the lead in the continued development of complex decision-
support systems. The C3RP project has provided and will continue to provide support for
the CAD Research Center to continue, and expand, its work on on-going projects like
those completed for the MCWL, such as IMMACS, and the joint MCWL-ONR ELB
(Expanded Littoral Battlefield), ACTD (Advanced Concept Technical Demonstration)
project.

The scope of the CADRC projects, however, is much broader than simply the
continuation of current projects of the kind described above. Command and control
technology is developing rapidly and will have nearly universal applications. The basis of
this technology is the ability to store "information" rather than "data", a concept that is
fundamental to the capacity to utilize that information to support complex decision-
making. IMMACS is one of the first of such systems to use this concept, and has led the
field, but the bringing together of commercial and University research and development
through C3RP will lead to expansion of applications and technological advances in this
arena.

In addition to telecommunications, many other research areas have been targeted for
development through C3RP. These have been selected because Cal Poly has demonstrated
or developing strengths in these areas. They include:

5
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Agricultural and environmental biotechnology Telecommunications technologies
Aerospace technologies Photonics
Rendering, animation and modeling Graphic communication technologies
Software engineering Nano- and micro-technology
GIS and GPS applications in agriculture, biology, Computer engineering (small systems, peripherals,

architecture and engineering custom applications)
Network hardware and software technology Surveillance, logistics, command & control
Data processing support systems
Remote sensing Image analysis
Polymers and coatings Bio-engineering
Electroptics Robotics
Power generation and distribution Magnetic levitation (transportation)
Biological risk assessment and detection Risk assessment and prediction of fire terrorism
Protection of the nation's food and water supplies Environmental hazard assessment and detection
Transportation disaster management and control Seismic research

The majority of these research areas mesh with strategic initiatives identified by the
Office of Naval Research. Research and advanced development projects in these strategic
areas are being developed, often in collaboration with industry partners identified through
C3RP and recruited to join the partnership.

D. University-industry-government partnership.

The primary focus of this initiative is to forge a strong link between private sector R&D
and University applied research to speed the development of new knowledge and the
transfer of technology to the public and private sectors. San Luis Obispo has become a
draw for technology businesses (with a heavy concentration of software development
companies) from both the LA Basin and Silicon Valley. For example, SRI (Stanford
Research Institute), International operates a "software center of excellence" in the city.
Branches of major corporations are also located nearby, for example, Sun Microsystems,
Veritas, and Sunbay Software. Lockheed-Martin has a research and development group
in nearby Santa Maria. Two local companies manufactured critical components for the
Mars rovers and other companies, e.g. California Fine Wire, are suppliers to the military.
Also located on the Central Coast are branches of two major biotechnology companies:
Promega Biosciences and Santa Cruz Biotechnology.

E. University strengths.

Cal Poly is a State university that has achieved national distinction as a polytechnic
university, with engineering and computer science programs ranked among the very best
undergraduate programs in the country. Its strengths have led it to orchestrate the
research partnership effort and the consortium of partners described herein. Cal Poly also
has affiliations with CSA (California Space Alliance) and with Vandenberg Air Force
Base, where it has offered an M.S. in Aerospace Engineering by distance learning. The
high bandwidth that will be associated with the eventual physical site selected for the
partnership will allow Cal Poly to offer many more academic programs by distance
learning to remote locations. In particular, through possible collaborative agreements at
cable-head locations around the world (including Asia and Europe) our programs can be
made available to military personnel stationed almost anywhere in the world. This could
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be tied into training programs for ONR and, if desirable, to training directly related to
O research projects.

In summary, the California Central Coast Research Partnership has taken advantage of a
confluence of factors, including existing and potential relationships, fortuitous and unique
technological and economic developments in the region, the particular strengths and
expertise of the CAD Research Center, and a meshing of the research and development
interests of the University, the Office of Naval Research, and the private sector. C3 RP is
the vehicle for fully realizing the benefits of the common goals and synergies of the
partners and their respective resources.

IV. Summary of Results During the Period of Performance

A. General.

This project was originally funded through an award from ONR in FY '02, covering the
period September '01 through December '02. Accomplishments during this first award
period were described in a detailed report to ONR in March '03. A second award began
in June '02 and ended in December '03. Accomplishments during this second award
period were described in a detailed report to ONR in March '04. The current award began
March 15, 2004 and ended July 14, 2005. Accomplishments during the period of this
award are summarized below. Detailed reports are presented later in this document.

An overview of accomplishments to date on the project follows:

" Research carried out by the CADRC (Cooperative Agent Design Research
Center), of particular interest to ONR and the Marine Corps, was again funded. A
detailed report on this project, Knowledge Management Using Semantic Web
Languages and Technologies, is provided later on in this document.

" New research has been developed and some research has been continued,
including several with industry collaboration. They include topics highly relevant
to defense and national security, such as nanotechnology, haptics, image analysis,
materials, energy efficiency, communications, network technologies, remote
sensing, malaria, biofouling and corrosion, and underwater optical sensing.
Detailed reports of the results of these projects are presented in Section IV. B. of
this report.

" Support for these research projects has resulted in significant follow-on funding
from government and private sponsors. Since July 1, 2003, C3RP-supported
faculty have received more than $14 million in follow-on funding.

"* A new technology was developed that uses fiberoptics for undersea optical
sensing.
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New research facilities were developed, including an anechoic chamber for
studies of radio frequency communications and antennae, and a floating platform
for studying marine coatings that are ecologically benign and prevent biofouling
and corrosion.

Significant enhancements have been made in information technology
infrastructure:

o Internet2 connectivity was initially applied for, approved, and acquired
for the campus in November 2001, to support current and future research
efforts. Internet2 membership and connectivity has continued this year

o CENIC (see above) and AARNET, Australia's Academic and Research
Network (http://aamet.edu.au) continue to work on a collaborative effort
with the private sector, to implement a trans-Pacific high-speed network
connection (10 Gigabits/sec). The California-based landing site will be in
San Luis Obispo County and will connect into CENIC's high-speed
network at its network point of presence located on the Cal Poly campus.
Cal Poly's geographic location, its ability to act as a "hardened" facility to
support critical network backbone equipment, as well as the existing fiber-
optic infrastructure built out in partnership with the City of San Luis
Obispo, has positioned Cal Poly to be the access point for the high-speed
network corridor to Australia's research environments and potentially
other Eastern Pacific Rim research networks. This project is being
developed without use of ONR funds.

o A grid computing network was established to support specific research
projects that require high-end computing capability previously unavailable
on campus. The grid will be used to support such projects on a rotating,
demand-driven basis. It will access other major and similar resources (e.g.
the San Diego Supercomputing Center) through Internet2-networked
capacity.

* Several pilot projects were funded to explore new uses of Internet2 for research
and education. Three presentations on the results of these projects were competitively
selected and presented at the program of the Spring 2005 Internet2 conference.
The projects explored such topics as operating research instrumentation remotely over
12; 12 videoconferencing; virtual-team collaboration over 12; redundant peer-to-peer
file systems; utilizing Internet2 to integrate multimedia repositories in an adaptive
learning environment; and real-time searching on Internet2. Detailed reports on these
projects are provided later on in this report.

A team of faculty from several colleges produced a Handbook of Guidelines on the
incorporation of the latest sustainable practices, materials and technologies into
research and industrial buildings.

A database of technology-based companies that are potential partners in the project
and research collaborators has been updated and expanded.
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" Relationships have been established with new technology companies that are
potential research collaborators, including: Alltech, Inc., Applied Biotechnology
Institute, Battelle Science and Technology International, DuPont, Siemens, Florida
Environmental Research Institute, GeoScan Technologies, InfoGard Laboratories,
and Orbis, Corp.

" The web site for the project (www.c3rp.org), which presents C3RP as an interface
between Cal Poly and business/industry for the purpose of facilitating R&D
relationships, has been maintained and updated.

" A research brochure, highlighting the applied research strengths, facilities and
resources of Cal Poly, is nearly complete. It will report results of ongoing
representative projects and will be a tool for attracting industry partners to collaborate
in the applied research efforts being supported through C3RP.

" Efforts continue to develop industry partners in the biotechnology sector for the
purpose of developing research and training activities in this field. To this end we
continue to work with the Central Coast Biotechnology Center in Ventura, CA, with
two local community colleges, and with several biotech companies, including
Amgen, Baxter, Fziomed, Genentech, Promega BioSciences, Hardy Diagnostics, and
Santa Cruz Biotechnology.

" The project's leaders have continued to work with other private and government
(including HUD and EDA) partners to advance the project and to attract research
collaborators and support.

B. Detailed Research Reports

Following are detailed reports of the technical results of research projects carried out this
year. They are presented in the following order:

1. Results of CADRC research
2. Results of research projects
3. Results of Internet2 pilot projects
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Software Engineer
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C3RP '04 Report: Knowledge Management Using Semantic Web Technologies

Knowledge Management Using Semantic Web Languages and Technologies

Steven Gollery
Collaborative Agent Design Research Center (CADRC)

Cal Poly, San Luis Obispo, California
6/30/2005

1. Executive Overview

Each organization of more than a few persons generates a number of documents containing
information about the activities of the organization. The sum of these documents provides a kind
of organizational memory that can be used both in evaluations of past performance and as the
basis of future planning based on previous experience.

Unfortunately, the nature of these documents mitigates against the reuse of information for
purposes other than those for which each document was originally intended. To locate all the
information about some aspect of the organization, it frequently becomes necessary for human
beings to search a mass of documents to manually extract and collate all text related to the
problem at hand. It would be advantageous if a software system could be used to find all relevant
information and assemble it into a single document for input to the planning or evaluation
process. But the current document-centric approach to information organization limits the
functionality and utility of such a software system.

The Semantic Web Knowledge Management research project being undertaken by the
Collaborative Agent Design Research Center (CADRC) at the California Polytechnic State

* University (Cal Poly), San Luis Obispo postulates that a more useful organizational memory can
be created by separating the information from the structure imposed when that information is
embedded in specific documents. We propose a system that allows users to create informational
units rather than documents. Document structure is specified by objects outside the units
themselves, enabling the reuse of information in multiple documents while maintaining the
referential integrity of each organizational unit.

Project researchers in the CADRC Center are working towards the production of a test-bed
system to explore various approaches to information entry and retrieval. To support such a
system, they have defined a preliminary information structure known as an ontology using the
semantic web language OWL (OWL 2004, Antoniou and Harmelen 2004). Tests on the use of
this ontology as the basis of the system are ongoing.

This report of research completed under C3RP funding during FY04-05 discusses the
information needs and representational approach for a knowledge management system using
semantic web technologies.

2. Introduction

The Semantic Web Knowledge Management project is intended to demonstrate the use of
semantic web languages, concepts and technologies in the design and implementation of a
knowledge repository for the support of the decision-making process. Initially, we are focusing
on concepts and functionality related to an organization involved in software development, using
the kinds of information that are generated in the course of development projects in our Center at

* Cal Poly as a test case. However, we expect that the ontology and supporting tools are relevant to
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other organizations as well.

During the software development process, large amounts of information and knowledge are
recorded in individual documents. Collectively, these documents form an organizational memory
that can be used as part of making decisions for individual projects and for the entire
organization. The knowledge management project explores the potential value of storing
information in a single common repository in a form that can support the creation of tools that
provide access based on an explicit representation of the semantics of each individual piece of
information.

The remainder of this report is a discussion of the different sections of the ontology and what
sort of functionality each section is intended to support. The ontology itself is divided into two
parts. One part contains concepts and relationships that can be used to describe an organization
and its projects. This part is fairly straightforward. The other area covered by the ontology
represents the information itself, from several points of view. These two areas are covered
individually. Following the knowledge management section, the report covers the association of
topics with various parts of the knowledge management ontology, and the use of external
ontologies.

As the two parts of the ontology have evolved, it has become apparent that there is ambiguity
over which part should contain a given concept. For instance, it seems fairly clear that a project
team is part of an organization. Each team is responsible for one or more projects, and each
project has a list of requirements. Each requirement is a piece of knowledge about the project.
The question then becomes: Are requirements part of the organization ontology, or are they part
of the knowledge management ontology?

Currently, requirements are modeled as part of the organization because of their close association
with a project. But it would be equally reasonable to include requirements in the knowledge
management area. This and similar questions are likely to be revisited in the future.

3. The Organization Ontology
The Organization ontology (Figure 1) represents concepts and relationships for describing
organizations. This is currently a minimalist view: it includes just enough to allow the definition
of the part of an organization the deals with Projects, Requirements, Tasks, and other related
information. A complete ontology for organizations would naturally be much larger. Note: in the
rest of this document, where it is necessary for elements of the Organization ontology to be
distinguished from elements of other ontologies, the Organization elements will be identified
using the prefix "ORG."

The Organization ontology uses parts of several ontologies designed by other sources. There is
more about the use of outside ontologies later in this report. One of the most important external
contributions for the organization ontology is "Friend of a Friend", or FOAF. FOAF is a very
popular ontology that is referenced in many other sources. We use it here as the basis for many
of our people-related classes and properties.

The Agent class is the base for several important classes. It refers to anything that can act, and so
includes both Person and Organization. ORG:Agent inherits from FOAF:Agent, and adds
properties such as "is responsible for" (zero or more Tasks), "is involved with" (zero or more
Projects), and "administers" (zero or more Projects).
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Figure 1: Classes and properties for describing an organization (p~artial)

* Person is a subclass of both ORG:Agent and FOAF:Person (which is itself a subclass of

FOAF:Agent, among others). To the properties inherited from Agent, the Person class adds a
first name and a surname, and an "attends" property whose value is zero or more instances of

Meeting. A Person is also a member of zero or more Organizations.

Organization is a subclass of ORG:Agent and of FOAF:Organization. An Organization has a

name and a list of members (instances of Agent).
Project is a subclass of FOAF:Project. Each project has a name, and may have a description, a

sponsor, an a list of Agents that are involved in the project. Projects also potentially have an "is

described by" property whose value is an instance of Document, and may have a

DecisionDocument associated with it. However, these last two are subject to review: it may be

that these concepts are covered by classes and relationships in the knowledge management

ontology (Figure 2).
A Project also has a list of Requirements. This is currently an unordered list. A Project may have

an is bound by" property whose value is an instance of Contract.

BoundedDuration is the base class for all classes that have a start time and an end time.

Meeting is a subclass. of BoundedDuration. Each instance of Meeting "is attended by" a list of
Person objects and "produces" zero or more Tasks. It is likely that Meeting will be extended
further, either here or in the Knowledge Management ontology. The intent of Meeting is to
provide a target for the MeetingMinutes document type, so that minutes can be entered into the
system as fragments, to later be assembled for presentation, either stand-alone or as part of a

* decision document.
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Requirement is a subclass of BoundedDuration. A Requirement has a name and a description,
and a lists of Activities, Tasks, and other Requirements. This list is ordered, since some of the
elements will have dependencies. Each Requirement is associated with exactly one Project.

Task is a subclass of BoundedDuration. A Task is "defined at" a Meeting, "produces" a
Document, "is bound to" a Contract, has a description, a date issued, a priority, and a name. Each
Task also has a list of Requirements of which the task is a part. Additionally, a Task may have an
ordered list of Activities directly defined for it. Finally, a Task may of course also inherit
Activities from the Requirements to which it belongs.

An Activity has a name and a description. Activities apply to all tasks that are defined within the
same Requirement, and are inherited by sub-Requirements.

ActionItem "is specified by" MeetingMinutes. This class is currently under evaluation while we
are investigating whether it is needed? If so, what does it need as properties?

4. The Knowledge Management Ontology

The key assumption of the knowledge management (km) ontology (Figure 2) is that the
information in a document is more fundamental than the document itself, and that storing
information separately from the document structure will allow information to be used in multiple
contexts. To that end, the knowledge management ontology is divided into three areas:
Fragments; Assemblies; and, DocumentTypes. Each of these areas is discussed below.

<<linion>>
TargetAssociate relates an
instance of TopicTarget to an

TopiTerge"t !instance of sorme other class.
probably In another ontology,

eesAssoclatdd aht

ontnta iing

contets: Sring previous version

UpdaateFragment

updateOf: OWL:Thing

Figure 2: Partial ontology for representing textual information units.

4.1 Fragments

Fragments are the most fundamental elements of the ontology. Each fragment is intended to
contain a reasonably self-sufficient piece of knowledge or information. For instance, a report on
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the current status of a requirement could be considered as a single fragment.

* The structure of a Fragment is very simple. Each Fragment has a "contents" property whose
value is a string of arbitrary length. Each Fragment also has a "created" property whose value is
a Date. This allows systems to organize fragments chronologically for presentation if a user has
that need.

Each Fragment also has a "previous version" and a "next version" property that point to other
instances of Fragment. This provides for a simplistic form of version control.

Currently, Fragment is a subclass of Source. Each instance of Source may contain multiple
Fragments, each of which in turn may be contained by many instances of Source. It should be
noted that this was an early idea of how to handle the concepts now fleshed out more fully in the
Assembly area (below). It is unknown whether it will be useful to maintain the "contains"
relationship in the future.

Fragment also has one subclass, UpdateFragment, which allows users to enter some new
information relating to another object. This might allow, for instance, an update to some
information originally gleaned from knowledge acquisition and therefore differs from "new
version" because an update is an addition to existing information, while a new version replaces
the old version. Also, an UpdateFragment can update anything, while the "version" properties
always associate two Fragment instances.
The Fragment concept is very simple, but it is expected that the bulk of the knowledge repository

will be made up of Fragment instances.

In addition to Fragment, Source has two other subclasses: File; and, WebSource. These exist for
* two purposes. First, to allow users to associate topics with resources that are external to the

repository structure, and second, to enable Reference objects (see below) to refer to external
resources, as in citing another document.

4.2 Assemblies

One of the uses of Fragments is to provide the contents of one or morie documents. To
accomplish this, the ontology defines the concept of an Assembly. Each Assembly structures a
set of Fragments into a single document. An Assembly is a generic means of representing the
organization of information for some specific purpose (Figure 3).

Assemblies provide the ability to define a specific order for, a collection of Fragments. Each
Assembly includes an ordered list of Part instances. Each Part is associated with a Fragment or
some other type of object that can be included in a visual presentation* A document, then, is a set
of Fragments organized according to an Assembly.

Each Part instance is contained by one or more Assemblies. Part currently has four subclasses:
FragmentPart; Reference; ReferenceList; and, ObjectInsert. This is not intended as a
comprehensive list of all potential types of document sections, but represents simply a
convenient starting point.

A FragmentPart "refers to" an instance of Fragment. This is likely to be the most often-used
class in an Assembly. When a FragmentPart is encountered in the "contains" list of an Assembly,
the contents of the Fragment are inserted into the output document at that point. A Fragment may

* be referred to by many FragmentParts, allowing the same information to be included in many
documents without requiring users to rewrite or to copy-and-paste.
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Figure 3: Classes and properties for describing the assembly of fragments and other sources into
a document instance

Reference and ReferenceList are used together. An Assembly may contain a ReferenceList. Each
ReferenceList contains an ordered list of Reference objects. Each Reference object has exactly
one value for the "refers to" property. This value must be an instance of Source, which means
that it can be a Fragment, a File, a WebSource, or an UpdateFragment. The expectation is that
References will most often be associated with a File or a WebSource.

ObjectInsert is intended to allow the inclusion of values from some object outside the knowledge
management ontology in a document. The specific use-case is the presentation of the definition
of a requirement, along with the current status of that requirement. As noted earlier, the concept
of a Requirement is part of the Organization ontology, while status reports would be one or more
Fragments. In order to display an object of an arbitrary class, it is necessary for an ObjectInsert
to contain two pieces of information. First, the ObjectInsert must have a property whose value is
the object to display. This requirement is filled by the "refersTo" property inherited from the Part
class. Second, each ObjectInsert needs a property that describes what properties of the
"refersTo" object should be displayed.

This information is contained in the value of the "viewLens" property. That value is an instance
of http://www.w3.org/2004/09/fresnel#Lens. The Fresnel ontology is imported from the
Haystack project (http://haystack.lcs.mit.edu/). Since Fresnel is also used as part of the
DocumentType section of the knowledge management ontology, it will be discussed in more
detail below.

Together, the classes of Assembly, Part, ObjectInsert, Reference, and ReferenceList provide a
basis for defining the contents of a specific individual document. However, it is recognized that
constructing a document by repeatedly instantiating these classes is too tedious to be practical.
What is needed is some way to define a general structure for a type of document and then allow
the system to construct the assembly based on that structure, possibly with some assistance from
a user. The concepts for the document type definition are discussed in the next section.
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4.3 DocumentType

Each instance of DocumentType and its associated classes defines the structure for a category of
documents. For example, a project team may define the elements of its decision document as a
set of objects and properties based on classes in this section of the ontology. The DocumentType
is intended to support tools that automatically create an assembly of Fragments for presentation,
or that construct a user interface that enables user interaction to support the creation of
documents. This part of the ontology is still under consideration; this section is based on current
ideas and is subject to change.

InclusionType jSed~ionl-istMemnberPropemty faiawn rjc

anum!All r Any717t
11ýelement setloiiContents pr~oetIn cluls ion Il/

<<~unkon~fr» SectionContentaslemberfcuetye
namre: String

sections

Insanc~ale I ClassRoferenoe Include cmetcio

verbaim
SviewLens viewLens

Fragment

created: Date4ns fenl itaces
contents: String extends fresne:Lens ow!alndifidual

lensDormain showPropertles

! owl:Class IL• moreDetailsFor-"'1 dfPort

Figure 4: Classes and properties to describe types of documents

Each DocumentType has a name and zero or more associations with an org:Project (i.e., a class
imported from the Organization ontology). This allows each project to potentially have its own
structure for documents without requiring the invention of unique yet meaningful names for
document types that have similar purposes but different requirements for multiple projects.

The structure of each DocumentType is defined by the "sections" property, which is an ordered
list of DocumentSection objects. The elements of the "section" list are instances of
SectionContentsMember, which is a class that is the union of several other classes:

* DocumentSection; Include; ClassReference; and, InstanceValue. Together, these four classes
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provide the means to describe each type of section that a document can have. Each of these
classes is discussed in greater detail below.

Each instance of SectionContentsMember has a "sectionContents" property which is an
ordered list of SectionListMember objects. This list contains objects defining the contents
of the section. Each SectionListMember has an "element" property whose value is
another instance of SectionContentsMember. This means that each section of a document
type definition potentially consists of a list of other sections. In practice, these lists are
likely to contain one member in most cases, but conceptually this structure allows a
document type to have nested sections. SectionListMember has another important
property: "sectionProperty," which relates the section to a property of the object whose
values are being displayed in the containing section.

As an example that will hopefully clarify the need for this property, consider the case of a
list of requirements, each of which has a list of tasks, activities, and sub-requirements. A
document type structure that defines how to organize a list of requirements into a
document needs to be able to state that the presentation of a given requirement includes a
section that displays the list of tasks. To allow this, it is necessary for the document type
definition to refer to the property that relates a requirement object to the list of objects
that it contains. The "sectionProperty" property fulfills this need.

It should be noted that the current definition of "sectionProperty" states that its range is
rdf:Property. This means that the ontology as a whole is in OWL:Full, the most general
form of OWL. OWL:Full ontologies are theoretically undecidable, and as a result many
reasoners will not process them correctly, if at all. This may become an issue in the
future. If so, then this decision will need to be reconsidered.

A DocumentSection has an ordered list of instances of SectionContentsMember. Each
DocumentSection defines the structure of one section of the document, where the
meaning of "section" is determined on a per-document type basis.

SectionContentsMember has four subclasses: InstanceValue; ClassReference; Include;
and, DocumentSection. A DocumentSection can include other DocumentSections,
allowing reuse of structures in multiple document type definitions.

Each instance of InstanceValue has a "verbatim" property whose value is an instance of
Fragment. This Fragment will be inserted into every Assembly generated from this
instance of DocumentType. This could be used for introductory material such as the
description of a project, for example, or for some boilerplate text.

Include provides the ability to insert an instance of some class into a document at a given
point. Include has one property, "includes", which is the URI of the class. In an
automatically generated assembly, an instance (or all instances) of this class would be
inserted. For a tool that incorporates user interaction, the presence of an Include instance
in the DocumentType would signal the need to display a list of available instances of that
class, possibly along with a form to create a new instance.

ClassReference is very similar to Include, except that ClassReference also allows the
addition of a Fragment to update the object. ClassReference would be used, for instance,
to display a Task (part of the Organization ontology) along with the current status of the
Task.

Both Include and ClassReference are not yet complete. In many cases, there will be a
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need to specify more information about the properties and values of an object that should
be displayed. An appropriate approach for representing information is still under
consideration.

SectionContentsMember also includes an optional "inclusion" property which, if present,
will have one or two values: Any; or, All. The intent of "inclusion" is to define how
many instances of a class should be inserted into the document. If the inclusion type is
"All", then every existing instance should be included. When the type is "Any", there is a
choice in which the user must participate. An example of "All" would be in the
preparation of a document that lists the current status of the project: in such a document,
every instance of Requirement must be included. "Any", on the other hand, might be
used in a document for a weekly meeting where the status of only some requirements has
been updated.

5. Topics, TopicTargets, and External Ontologies
In addition to the construction of documents and the representation of information in a manner
that allows automated repurposing, the knowledge management ontology also includes the
ability to add indications of the topic of Fragments, Parts, and Assemblies. This will enable
semantically-based searches in addition to traditional text-based searches, which in turn will
provide the ability to generate ad-hoc documents without the need for the creation of a
DocumentType structure.

Source, Part, and Assembly are all subclasses of TopicTarget. More specifically, TopicTarget is
the union of the three classes, meaning that every instance of TopicTarget is also an instance of. one of these classes. (Generally, OWL classes can overlap, but in this case Source, Part, and
Assembly are declared to be disjoint with each other, meaning that they do not share objects.)

SKOS:Concet

<<Union>>

TopicTarget escribe Topic

$ou rce _ý fersT Part ontainsfis contalned b Assernbly

Figure 5: Classes and properties to annotate information objects with topics

19



Collaborative Agent Design Research Center, Cal Poly, San Luis Obispo, California TECPK-3E
C3RP '04 Report: Knowledge Management Using Semantic Web Technologies

A TopicTarget "is described by" one or more Topics. ("describes" is the inverse property of "is
described by".) Topic is a subclass of the SKOS class Concept. SKOS (Simple Knowledge
Organization Scheme, http://www.w3.org/2004/02/skos/) is an existing ontology that is used by
the knowledge management ontology (km). One of the useful facilities of OWL is the ease with
which external ontologies may be integrated within new ontologies, potentially allowing existing
tools to be used in processing parts of the new ontology. A later section of this document
discusses the external ontologies utilized by the Organization and Knowledge Management
ontologies.

SKOS defines a number of relationships between Concept instances. For our purposes, the most
useful are likely to be SKOS:narrower and SKOS:broader, which allows the definition of
subclass/superclass relationships between instances of Concept, and SKOS:relatedTo, which is a
general relationship from which more specific non-hierarchical relationships may be derived.

As users enter new fragments into the repository, they will have the opportunity to add Topic
instances to each fragment. These Topics may be selected from a list of existing topics or the
user may enter a new topic. For new topics, the system will work with the user to determine if
the topic has any relationship to existing topics. In this way, an ontology of topics will be
constructed based on continuing interaction with the users of the system. Some automated
processing may also be possible, based on statistical analysis of the text and the use of existing
taxonomies such as WordNet (Fellbaum 1998).

Because the list of topics is created as new information is added to the system instead of relying
on a pre-defined ontology, the process is related to the concept of a "folksonomy": a word coined
by information architect Tom Vander Wals (http:vanderwals.net) to refer to vocabularies that
arise from the efforts of groups of people informally describing information resources.
Folksonomies are generally associated with systems that allow on-line communities to add
"tags" (i.e., which are essentially keyword descriptions) to various kinds of web resources.
Among the better-known of such sites are del.icio.us, Technorati (www.technorati.com), and
Flickr (www.flickr.com), which focus on annotating web sites, web logs, and online
photographic collections, respectively.

Tag vocabularies are built one word at a time as users decide for themselves the best way to
describe a resource. This practice leverages the fact that people in a specific field or area of
-interest tend to use similar terminologies in talking about their subject. A tagging system
externalizes these vocabularies and makes them available for use in retrieving information.
However, tagging systems tend to result in "flat" vocabularies where tags (or "concepts") are not
related to each other, but only to the web pages, photographs, or other resources that the tags
describe. Without associations between terms, flat vocabularies are restricted to information
retrieval based solely on the exact matches of key words.

The SKOS ontology retains the attractive property of a vocabulary emerging from the interaction
of groups of people instead of limiting users to a predefined set of terms. At the same time,
SKOS allows systems to go beyond a flat vocabulary by adding the ability for users to construct
hierarchies of concepts as in a true taxonomy and to create new kinds of relationships as
appropriate for specific domains. The addition of hierarchical relationships allows search and
retrieval engines to understand, for instance, that a search for "mammal" should also return
resources tagged with "elephant" and "mouse," even though those resources are not tagged
specifically with "mammal."

Through the use of the Topic and SKOS ontologies, we hope to be able to provide tools to permit
the retrieval of relevant information for ad hoc queries over the current state of the repository as
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well as for the construction of new documents.

6. External Ontologies Included in Project
One of the benefits of using semantic web languages to define ontologies is the ease with which
the ontology designer can make use of existing ontologies. This benefit is increased due to the
common practice of making ontologies publicly available for use in other projects.

For this project, there are three major external ontologies that supply important concepts and
relationships. There are also other ontologies involved, but their influence is indirect or
circumstantial.

0 FOAF: Friend of A Friend (http://xmlns.com/foaf/O.1/) provides the base concepts
of Person and Organization. FOAF is a widely-used ontology and it is possible that in
the future some existing tools for processing FOAF information may be useful in the
knowledge management system.

* SKOS: Simple Knowledge Organization System (http://www.w3.org/2OO4/O2/skos/)
provides the description of a Concept that is central to the idea of annotated
documents, fragments, and other objects with topics describing their subject matter.
In the km project ontology, skos:Concept is subclassed as km:Topic. Other aspects of
SKOS are discussed in the previous section.
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Figure 6: SKOS example
(from http://www.w3.org/TR/2005/WD-swbp-skos-core-guide-200505 10/)
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Fresnel Lens: (http://www.w3.org/2004/09/fresnel#) Fresnel is a set of related
ontologies whose classes and properties are intended to allow the description of
documents built from values associated with objects (refer documentation at:
http://simile.mit.edu/repositoa/fresnel/trunk/doecs/manual/Fresnel Vocabulary.htm).
There are two primary divisions in Fresnel: Lens, which defines views on objects;
and, Style, which provides concepts related to the presentation of information defined
using instances of Lens and related classes, and their properties.

The km ontology makes heavy use of Fresnel Lens in describing document type definitions.
There is a possibility that the Style section of Fresnel may become the basis for future document
presentation tools and user-interface elements.

There are several other ontologies that are partially included in the knowledge management
system due to the fact that they are referenced by one of the three explicitly imported ontologies.
Two of the more important are:

* Dublin Core (dc): (http://purl.org/dc/terms/ and http://purl.org/dc/elements/1.1/,
with documentation at: http://dublincore.org/) Dublin Core defines metadata
elements such as dc:title, dc:subject, de:author, and so on, that enable descriptions of
information about resources such as documents and web pages.

PIM/Contact: (http://www.w3.org/2OOO/lO/swap/pim/contact#) We have not been
able to locate a great deal of documentation on PIM Contact. FOAF derives several of
its classes, such as FOAF:Person, from classes in Contact, which links the
Organization part of this project's ontology indirectly to Contact. The purpose of PIM
Contact is to represent all of the objects and relationships that might be involved in
defining all of the ways that a person can be contacted: email, phone (business, fax,
and home), location (several types), and so on.

The connection between FOAF and PIM/Contact exposes one potential pitfall in reusing existing
ontologies. In Contact, a "SocialEntity" can be related to an instance of the " EmailAddress"
class using the "emailAddress" property. In FOAF, in contrast, the "mbox" property relates an
"Agent" to a "Resource." There is no explicit relationship between contact:SocialEntity and
FOAF:Agent. The same information (i.e., the email address of a person or organization) is
represented in two different ways and the importing ontology (FOAF) does not include an
attempt to reconcile these differences. This can lead to some apparent inconsistencies in the
ontology definition, as the next section discusses.

7. Issues of Working with External Ontologies

As described in the previous section, the Knowledge Management and Organization ontologies
utilize several ontologies developed by other organizations. There are several positive aspects to
using externally developed ontologies. For instance, the public nature of such ontologies
increases the possibility that logical flaws have been removed through wider inspection, much as
open source software may have fewer bugs than closed source software, simply because more
people have examined the code. Also, in some cases, it may be possible for a system to
incorporate existing ontology-specific tools and libraries, reducing development costs and
increasing reliability. However, there are also drawbacks to using externally-developed
ontologies. This section lists some issues that have arisen during development of the knowledge
management system.
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Overlapping Features: Some of the existing ontologies have overlapping features. In
O addition to the email address example mentioned above, FOAF and Contact have several

other classes and properties that represent the same concepts, but have incompatible
definitions. Both FOAF and Contact, for instance, define a Person class (FOAF:Person is
a subclass of contact:Person) and they both define "firstName" properties for instances of
their own Person class. The FOAF "firstName" property has no defined relationship to
the Contact "firstName" property. This sort of condition makes it difficult to know how
to handle these properties. For the purposes of the Organization ontology, the approach is
to simply ignore features of external ontologies that are overlapping, conflicting, or
Simply outside the needs of the proposed system. There is a concern, however, that this
approach may cause problems in the future in the event that there are opportunities for
communication with other systems that may use these external ontologies to support their
own functionality.

Different Representations: Many of the existing ontologies are expressed in RDF (and
RDFS) instead of OWL. This can result in a need for extra processing, especially in the
absence of an inference engine. For example: RDF includes a Property class that can be
used to specify associations between two objects, or between an object and an instance of
a data type, such as a string or an integer. OWL specializes rdf:Property into
owl:ObjectProperty (i.e., when the value of the property is an object) and
owl:DatatypeProperty (i.e., when the value is a simple data type). If an rdf:Propery has a
range specified, an OWL-aware reasoner may be able to infer that the property's type is
either owl:ObjectProperty or owl:DatatypeProperty, which in turn allows the property to
be processed by code and rules aimed at the OWL property types. In the absence of a
reasoner, this inference must be performed explicitly in order for the system to treat an

Sinstance ofrfPoet san instance of one of the OWLpretyyes

Inferencing Obstacles: Ontologies, such as FOAF, need to be edited in order to be used
with an inference engine. FOAF imports the OWL and RDF ontologies, and this creates
errors when fed to a reasoner that already includes the semantics of these languages.
Other ontologies include definitions that cause different problems for a reasoner. The
Fresnel Lens ontology (http://simile.mit. edu/repository/fresnel/trunk/ontologies/lens-
cOre.rdfs.n3) includes the description of two resources that are instances of rdf:resource,
which, although legal in an RDF ontology, causes errors when loaded as an OWL
ontology. (In fact, the Lens ontology defines these as instances of "rdf:Resource," which
is incorrect due to the capitalization of "Resource." After correction, we see the error due
to instantiation of RDF:resource.) Many of the ontologies included in this project have
similar issues, some of which require that the ontologies be altered before they can be
used.

Additionally, there is a further problem specific to the Fresnel ontology. The Fresnel ontology is
in fact composed of four ontologies, namely: lens; lens extended; style core; and, style extended.
Each of these ontologies is defined in its own file, but all use the same 'URL (i.e.,
http://www.w3.org/2OO4/Og/fresnel#). This is legal for OWL and RDF, since there is nothing in
the specification of either language that requires an ontology to be defined in a single file.
However, from a practical point of view this arrangement is problematic because the OWL
library that this project uses locates ontology representations by URL: either directly, by
assuming that the URL is a location where a program can find the ontology; or, indirectly

* through a mapping between the URL and the local file location. In the case of Fresnel, neither of
S these aprahsworks, since there is nothing located at the given URL and it is impossible to
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map a single URL to four different files. Fortunately, at this early stage of our project the
knowledge management ontology uses only concepts from the lens ontology part of Fresnel,
which is contained in a single file. This is perhaps an illustration of how easy it can be to build
dependencies into an ontology. In this case, dividing the ontology into four separate files creates
no issues for the project using Fresnel (Haystack, http://haystack.csail.mit.edu/), but this decision
creates problems when trying to use the ontology in other environments, creating an
interoperability issue.

8. Future Work

The semantic web knowledge management ontology is sufficiently complete to serve as the basis
for a set of project management and decision support tools. The first generation of such tools
falls into several categories. The level of effort required to implement this list of tools is far
greater than is possible to complete in a single year. Therefore, the list should be read as
potential functionality. for some future date, not necessarily within the next year.

1. Creation of instances of organization-related classes and relationships: These
include projects, personnel, requirements, tasks, activities, and events. The
implementation of the user-interface in this area has begun, and needs to be
completed.

2. User-interface facilities: Development of a user-interface for constructing
fragments based on initial document structure definitions. As an example, meeting
minutes may have a standard structure, with variations for specific projects or
even specific meeting types. Those structures will be defined as document types
within the ontology. There is then a need for tools to create user interfaces for
given document structures. These will probably be a combination of generic
elements that apply to any document structure instance, with some specialized
elements for parts of an individual document structure. The tools that are needed
here fall into two areas: first, the "engine" that translates document structure
definitions into user interface elements; and second, developer tools for defining
special case elements as necessary.

3. Definition of document type structures: Initially, work on the two categories
listed above can proceed based on hand-built models. But these structure
definitions are too complex to be constructed directly. To be successful, the
system must enable users who know nothing about the details of the ontology to
define their own document types. This will require experimentation to determine
what tools might be usable in this area.

4. Support for multiple drafts of a document: When the system has brought
together many fragments into an assembly based on a document type structure
definition, it is likely that the result will not be a completely polished document.
Users will probably need to edit the results. But the system needs to maintain
links between the various versions of each fragment. When other documents
include the same fragment, every version of that fragment should be available to
the user.

5. What-You-See-Is-What-You-Get (WYSIWYG) support: The final output of an
instance of a document type should be acceptably formatted. The system needs to
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include tools to allow the user to describe the visual presentation of the material
and to associate that description with the document type structure for later use.

6. Searching based on semantic annotations: This is the original impetus for the
system, although laying down the infrastructure has become the focus of work to
this point.

7. Ad hoc document creation: While many work products can be described in
generic format, many documents will be created only once. Creating these
documents should not require the user to first create a document type structure
definition, particularly since such definitions are likely to be complex. Instead,
there must be some simpler interface for users to define what they want to include
in a document and build the contents based on that definition.

8. Storable, sharable queries: In constructing reports, it should be possible to create
queries to assemble all the relevant parts of the document contained in the
repository. By making these queries persistent, another user will be able to see the
same report by executing the stored queries.
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A. ABSTRACT
Many organisms are exposed to damaging levels of ultraviolet radiation (UVR, 290-400 nm).
The overall goals of this study were to identify molecular targets of UV-induced damage and to
characterize and quantify natural sunscreens (mycosporine-like amino acids, MAAs) in local
marine organisms. More specifically, the first aim addressed in this study was to identify
molecular targets (markers) of UVR-induced damage that lead to perturbations in cell division
using sea urchin embryos as a model system. We examined effects of UVR on molecules that
control cell division, such as the cyclin dependent kinases including Cdc2 (cdkl) and document
that phosphorylation (potential activity) is affected negatively by UVR. In addition, we used
sequence data and western blotting to determine that both Cdc25 and Chkl, which work
upstream of and control activity of Cdc2, are likely to be present in sea urchin embryos. Second,
we complemented these studies by investigating natural sunscreens, MAAs, in marine algae to
screen for novel (undiscovered) MAAs and to determine which species might be suitable for
future studies investigating the protective role of MAAs. We found that all 12 species of red
macroalgae contain a variable suite of known MAAs. This research may benefit marine science
and the biotechnology industry by identifying molecular markers of UV- damage that can be
used to assess amounts of damage occurring in nature and provide a means for testing the
effectiveness of natural and commercial sunscreens.

B. BACKGROUND AND GOALS OF RESEARCH
O Depletion of stratospheric ozone has increased the amount of solar ultraviolet radiation

(UVR, 290-400 nm, specifically UVB, 290-320 nm) reaching the Earth's surface, making it
increasingly important to understand effects of UVR on organisms (Madronich et al., 1998).
Solar radiation is the primary driving force for most processes in the ocean (Whitehead and De
Mora, 2000). Nevertheless, UVR harms aquatic organisms such as embryonic stages of marine
invertebrates that float at the ocean's surface or live in shallow water (Adams and Shick, 1996;
2001; Gleason and Wellington, 1996; W-ider et al., 1998; Karentz and Bosch, 2001). Damaging
levels of solar UVR can penetrate to at least 20 m in highly transparent water, 20-30 m in
Antarctic waters (Smith et al. 1992), and to several meters in organically rich coastal seawater
(Smith and Baker, 1979; Booth and Morrow; 1997; Adams et al., 2001). Assessment of UVR's
impact on life histories at the ecological and cellular levels is particularly important because
factors influencing early development will determine adult population characteristics.

SUVR causes direct damage to DNA, proteins, and membrane lipids and indirect damage by
forming reactive oxygen species (ROS) (Tyrrell, 1991). UV-irradiation of cells causes dosage-
dependent delays in cell division and developmental abnormalities. One of the earliest model
systems for study of this phenomenon at the cellular level was sea urchin eggs and embryos
(Adams and Shick 1996; 2001; Rustad, 1971). These abnormalities may be viewed
microscopically, but it is important to understand their cellular and molecular origin by
identifying the molecular targets of UVR. In addition, among the non-chordate deuterostomes,
the sea urchins are the primary target for research in genomics because they are the only non-
chordate deuterostomes that serve as a major research model (Davidson et al., 2004).

In all eukaryotes that have been studied, the sequential formation, activation, and
deactivation of a series of structurally regulated serine/threonine protein kinases regulate
progression of cells through the cell cycle (Morgan, 1997). These enzymes consist of a
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regulatory subunit, a cyclin, and a catalytic subunit, Cdc2, a cyclin dependent kinase (cdk),
which combine to form Mitosis-Promoting Factors (MPFs). Post-translational modification and
inhibitory proteins regulate activity of MPFs (Fig. 1). This complex is the key regulator of cell
cycle checkpoints known as the G2/M (mitosis) transition (Murray and Kirschner, 1991).

Upstream kinases (add phosphates) and phosphatases (remove phosphates) regulate MPF
activity (Fig. 1). Upon activation of sea
urchin eggs, protein synthesis begins S' ,i 34

and cyclin B is synthesized. Cdc2 is
present in eggs and binds to the newly Phosphorylation by

wee 1, myt 1, and
synthesized cyclin, to form an inactive thr 161 kinase y "4 Dephosphorylationofcdc2

MPF. Once the MPF is formed, two%
proteins, Myt 1 and Weel, 

A / T

phosphorylate Cdc2 at two inhibitory Active Cd-

sites, Tyr 15 and Thr 14. Then, Thr 161 1/ "

kinase, phosphorylates Cdc2 at an T ,16,

activating site, Thr 161 (Coleman and Synthesis ofCyclin B [-• '6 ---
Dunphy, 1994; Suprywicz et al., 2000). jf-J" - Disintegration

Accumulation of the repressed form of Dephosphorylation Ofn

MPF to a threshold level creates precise
control over entry into mitosis. Cdc25 (a Figure 1. The pathway for activation of the Mitosis
phosphatase) is responsible for Promoting Factor (MPF) and possible mechanisms of UV-

inhibition.
removing the inhibitory phosphates at
Thr 14 and Tyr 15 activating MPF and propelling the cell into mitosis (Peng et al., 1997). If any
of these events are delayed, mitosis is stalled (Fig. 1). This pathway is highly conserved among
organisms and cell types, including echinoderm embryos (Meijer et al., 1989; Okano-Uchida et
al., 1998; Suprywicz et al., 2000).

Dephosphorylation of Cdc2 at Tyr 15 and of Cdc25 at Ser 216 is inhibited by UVR in
human keratinocytes (Gabrielli et al., 1997; Herzinger et al., 1995) or general damage to DNA
(Furnari et al., 1997; Sanchez et al., 1997). In addition, Cdc25 is inhibited via phosphorylation at
Ser 216 by Chk1 kinase. In mammalian cells, UV-irradiation and genotoxic stress activate Chkl,
by phosphorylation of Ser 317 and 345 (Zhao et al., 2001). Examination of Chkl
phosphorylation may provide the most direct marker of UV-induced mitotic delays documenting
molecular damage by UVR. The evidence in mammalian somatic cells, which demonstrate that
Chkl is activated and Cdc25 and Cdc2 activity are inhibited by UV-exposure, indicate that this is
likely to be the case in sea urchin embryos. Our preliminary evidence support this hypothesis and
indicate that further investigation of effects of UVR on this pathway in sea urchin embryos may
allow us to more fully understand the mechanism of UV-induced cleavage delays.

Our previous experiments indicate dephosphorylation of Cdc2 at Tyr 15 is delayed in sea
urchin zygotes that are exposed to artificial UVR. Once mitosis has progressed, Cdc2 becomes
dephosphorylated at Thr 161 and is ready for another round of cell division. Thr 161 is
phosphorylated similarly in embryos of both treatments, but that its dephosphorylation is delayed
in UV-irradiated embryos, what we would expect if cell mitosis had been delayed. The delay in
dephosphorylation of Cdc2 correlates precisely with the delays in cell division in these batches
of embryos (Adams, in preparation, See original proposal).

Shallow-dwelling organisms have natural defenses and behaviors that may reduce
exposure to solar UVR, particularly during periods of peak irradiance (Adams, 2001; Pennington
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& Emlet, 1986). Phototrophic organisms that rely directly on sunlight, or planktonic and sessile
organisms that cannot avoid solar UV-exposure remain exposed to potentially damaging levels
of solar UVR (Jerlov, 1950; Smith & Baker, 1979). Fortunately, they may receive protection by
accumulating mycosporine-like amino acids (MAAs) that absorb UVR and may dissipate its
energy harmlessly (Dunlap & Shick, 1998; Dunlap & Chalker, 1986; Shick et al., 2000).

MAAs are a suite of water soluble compounds with absorption maxima ranging from 309 to
360 nm. They have overlapping absorption ranges that extend across much of the spectrum of
UVR, creating effective broad-spectral sunscreens (Dunlap & Shick, 1998). They are ubiquitous
among marine organisms and they protect sea urchin embryos against UV-induced delays in cell
division and developmental abnormalities (Adams and Shick, 1996; 2001). It is still unclear,
however, which molecular targets are affected by UVR in sea urchin embryos leading to
cleavage delay and developmental abnormalities and which targets are protected by MAAs.

MAA concentration varies among tissues, often being highest in the tissues most exposed to
UVR (Chioccara et al., 1986; Dunlap et al., 1989; Shick et al., 1992; Adams & Shick, 1996;
2001). MAA concentrations in corals and macroalgae are positively correlated with natural
levels of UVR (Dunlap & Shick, 1998; Franklin et al., 1999; Karsten et al., 1998), so that
organisms may regulate concentrations of UV-absorbing compounds in proportion to the amount
of UVR they experience in their environment (Dunlap et al., 1986; Gleason, 1993; Shick et al.,
1996; 1999). Red macroalgae have been studied extensively and shown to specifically regulate
their concentrations of MAAs in relationship to UV-exposure (Franklin et al., 1999; Karsten et
al., 1998). Thus, they have the potential to serve as bio-sensors of UV-exposure. Red algae
studied to date contain a wide-array of MAAs and have also been used in experiments
demonstrating dietary accumulation of MAAs from algae in marine invertebrates (Carroll and
Shick, 2000; Adams and Shick 1996; 2001).

The synthesis of MAAs is restricted to bacteria, cyanobacteria, fungi, and algae by the
shikimic acid pathway in these organisms (Favre-Bonvin et al., 1987; Shick et al., 1999). Marine
consumers such as sea urchins and nudibranchs are unable to synthesize the compounds
themselves and acquire MAAs from their diets of algae (Adams & Shick, 1996; Carefoot et al.,
1998; Carroll & Shick, 1996). Adult sea urchins, Strongylocentrotus droebachiensis, sequester
MAAs in their eggs, but not sperm (Adams & Shick, 1996). S. droebachiensis presumably
feeding on a mixed diet in nature produces eggs having intermediate concentrations of MAAs
(Adams & Shick 2001; Carroll & Shick, 1996). MAAs do not appear to be accumulated in
mammalian cells through the diet, however, they can be absorbed by human skin cells and have
the potential to serve as topical sunscreens (Mason et al., 1998).

MAAs protect marine invertebrates and phytoplankton against UV-induced damage
(Adams and Shick 1996 & 2001; Neale et al., 1998). MAAs in the eggs of S. droebachiensis
protects them in part from UV-induced delays in cleavage (Adams and Shick, 1996) and
abnormalities during later development (Adams & Shick, 2001). Fortification of eggs with
MAAs may decrease cellular damage and developmental abnormalities, but the mechanism of
protection remains unknown.

To address these aims, we examined how solar UVR affects phosphorylation of Cdc2 and
whether Cdc25 and Chkl exist in purple sea urchins, S. purpuratus, and whether we they are
affected by UVR. In addition, we screened 12 species of red algae for MAAs. Results presented
constitute on ongoing study that will build on the results from this first year of investigation.
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C. PROGRESS OF RESEARCH
Aim 1. Identify molecular targets of UV-induced delays in cell division in sea urchin
embryos, Strongylocentrotus purpuratus. We measured the levels of UVR that sea urchin eggs
and embryos experience in the field (data not shown). Then, we examined potential targets and
mechanisms of UV-induced damage in the laboratory and field to establish molecular markers of
damage. One of the most prominent effects of UVR on cells is disruption of the cell cycle that
can lead to skin cancers, and thus obvious candidates for markers of UVR-induced delay are the
cell cycle regulatory proteins, including cyclin dependent kinases (cdks) such as Cdc2, Cdc25,
and Chkl kinase. Chkl is an especially exciting target (potential sensor of damage) because it is
can inhibit proteins that control mitosis and it has been shown to play an important role in UV-
induced damage, embryonic development and tumor suppression in other cell types.

Aim 1-A. Effects of solar UVR on phosphorylation/Activity of Cdc2. We had previously
demonstrated that Cdc2 activity (as indicated by dephosphorylation at Tyr 15 is delayed by
artificial UV-irradiation. We have built upon these results and confirmed that cell division and
Cdc2 dephosphorylation at (Tyr 15) is delayed in embryos from eggs exposed to natural solar
UVR (Fig. 3).

Materials and Methods
Collection of gametes and exposure experiments

Ripe adult S. purpuratus were collected from the central coast of California and held in a
recirculating seawater system at Cal Poly. Sea urchins were induced to spawn gametes using
intracoelmic injection of 0.5 M KCI. Eggs were washed with filtered seawater and a 20%
suspension of eggs was prepared. Eggs were exposed to natural sunlight under the following
conditions: 1) PAR (photosynthetically active radiation, 400-700nm) and protected from UVR
by covering them with UV-opaque Plexiglas G (50% transmission at 400nm) or 2) exposed to
PAR + UVR using UV-transparent Plexiglas UF-3 (50% transmission at 295nm). This latter
filter provided the same amount of PAR light to the embryos as in the control. The suspensions
were exposed to direct sunlight in front of the Marine Science building of the California
Polytechnic State for 20 mins. During this time, the samples were constantly stirred to allow for
maximum exposure of each egg in the solutions. Simultaneously, UVR was measured using an
International Light IL1400A radiometer, and model SEL033 UVA and SEL UVB sensors with
peak sensitivities at 350 and 295 nm respectively.

Preparation of protein lysates
Immediately after irradiation, the egg samples were each diluted to a 10% solution and

subsequently incubated with 100mM amino triazole (ATAZ) to prevent polymerization of the
fertilization membrane for 10 mins prior to fertilization. A sample of each egg suspension was
centrifuged at 1000 rpm for 1 minute and the seawater decanted. Eggs were lysed using a buffer
containing 0.1% Triton X-100, 20mM HEPES, 150mM NaCI, 60mM Na 2-glycerophosphate,
15mM disodium EGTA, 0.5mM sodium vanadate, lOyM PIC, 1/yM PMSF, 1mM sodium
fluoride and by passage through a 27-gauge hypodermic needle. The lysate was then centrifuged
at 20,000 rpm at 4°C for 20 mins. Supernatants were collected, aliquoted, and snap frozen using
liquid nitrogen and stored at -80°C for later biochemical analysis.

The remaining unfertilized eggs (both control and UV-exposed) were fertilized using a
1:50,000 dilution of sperm. Fertilization was confirmed and only samples that achieved 'a90%
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fertilization were used for analysis. Samples were taken at 15 mins, 70 mins, 90 mins, 110 mins
and 130 mins after fertilization. They were subsequently processed in the same manner as the
egg samples.

Analysis of UV-induced cleavage delay
Subsamples of embryos from the same cultures were fixed in a 1% formalin solution to

preserve them for later analysis. These samples were taken at 80 mins post-fertilization and again
every ten mins until 100% of the embryos had reached the first cell cleavage, generally around
200 miins after fertilization. At least 200 embryos were counted to determine the percentage of
embryos that had cleaved, completed the first cell division, for each of the time points. Graphs of
percent cleavage versus time after fertilization yielded the times as which 50% of the embryos
had cleaved in both the control and the UV irradiated embryos (Fig. 2a). These values were then
converted into total percent cleavage delay (%CD) (equation below) to adjust for variations
among batches and to allow for comparisons among different experiments. Total percentage
cleavage delay was used as an indicator of the amount of. damage the UV irradiated embryos
received compared to the control embryos.

%CD=(Time for 50% of UV embryos to divide)-(Time for 50% of Control embryos to divide)
Time for 50% of Control embryos to divide

Protein Identification and Analysis
Protein concentrations of each sample (UV and control) were determined using the Pierce

bicinchoninic acid (BCA) method with absorbance at 562nm. Equal amounts (25/4g) of protein
were loaded into each lane of a 10% polyacrylamide gel (BIO-RAD). Proteins were separated

* utilizing SDS polyacrylamide gel electrophoresis (PAGE) with BIORAD Mini-PROTEAN 3
electrophoresis module. Simultaneously, positive and negative controls for pCdc2 (Tyr 15, Cell
Signaling) were run as well as a molecular weight ladder (BIO-RAD). Proteins were then
transferred onto nitrocellulose using a BIO-RAD Mini Trans-Blot Electrophoretic Transfer Cell.
Blots were blocked in 5% bovine serum albumin (BSA) or 5% nonfat milk in wash buffer
(20mM Tris, 150 mM NaCl, pH 7.6, 0.1% Tween 20). One blot was then incubated using a
1:1000 dilution of primary Cdc2 antibody (Cell Signaling) in 5% BSA blocking buffer.
Simultaneously, the other blot was incubated using a 1:750 dilution of phospho-Cdc2 antibody
(Cell Signaling) in 5% dry milk buffer. Subsequently, the blots were washed and then incubated
using a 1:10,000 dilution of HRP conjugated secondary goat-anti-rabbit antibody (BD
Transduction Laboratories). A final series of washes was applied to both blots before incubating
enhanced chemiluminescence (ECL) reagents (Pierce SuperSignal West Dura Extended Duration
Substrate) to detect anti-body-labeled proteins. The blots were imaged using Quantity One
software and a BIO-RAD Fluor-S imager in the Cal Poly Undergraduate Biotechnology
Laboratory. Band densities were compared among similar time points in the "Cdc2" and
"pCdc2" blots using Quantity One software. Relative concentrations of phosphorylated Tyr 15-
Cdc2 and total Cdc2 proteins were then compared at each time point after fertilization.
Percentage relative phosphorylation was calculated by first dividing the relative density of pCdc2
band with the relative Cdc2 density at the same time point to get relative phosphorylation and
then dividing that number with by the highest relative phosphorylation in the blot. Percentage
relative phosphorylation was determined to standardize the signal and to help us to compare
delays in dephosphorylation (Tyr 15) among blots/experiments.
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Statistical analysis
We compared UV doses among experiences using a one-way ANOVA with Tukey's

post-hoc analysis (Statview 5.0.1, SAS Institute). Because there were significant differences in
the doses of UVA and the doses of UVB among experiments, we did not perform statistical
analysis examining affects of UVR on Cdc2 phosphorylation. We will repeat these experiments
this next year in an attempt to get more consistent UV exposures.

Results
The UVA and UVB irradiance measurements (mW/cm2) and their respective doses

(J/cm2) are shown for each experiment in Table 1. There was a significant difference among
both UVA and UVB doses among experiments (P=0.0014 and P=0.0003 respectively). UVA
levels were significantly higher on 5/25/04 than both other dates (P< 0.05), which were not
significantly different from each other. UVB levels were significantly lower on 4/0/04 than
both other dates (P< 0.05), which were not significantly different from each other.

Table 1. Average light measurements taken during each exposure experiment. These values are irradiance
(mW/cm2 ) and total dose (J/cm2 ). Three measurements were taken simultaneously during exposure
experiments (immediately before, midway through, and immediately after) and those values were
averaged. UVR measurements were taken under the UV-transparent Plexiglas UF-3 filter.

Experiment UVA UVB

04/09/04 2.69mW/cm 2  .003 mW/cm2

3.23J/cm2  .0038J/cm2

05/25/04 3.59mW/cm2' .0045mW/cmn

4.3 1J/cm2  .0054J/cm2

06/22/04 2.97mW/cm2  .0045mW/cm2

3.56J/cm2  .0054J/cmr2

Figure 2a depicts a typical graph of the percentage of embryos cleavage vs. time since
fertilization for control and UV-irradiated embryos of the same batch. Embryos exposed to UVR
experienced a delay in the first cell division of up to 35 mins, with an average delay (± SD) of 29
(_ 14) mins. The average percentage delay (± SD) for the three experiments was 19.9 (± 12. 1)%.

Relative Cdc2 phosphorylation (Tyr 15) was calculated by first dividing the relative
densities of the p-Cdc2 bands in the western blot with the relative densities of Cdc2 bands from
the same sample. The sample with the largest relative pCdc2:Cdc2 density for each experiment
was deemed "100%". The values of the other samples (UV-irradiated and noon-irradiated; 0, 15,
70, 90, 110, 130 mins post-fertilization) were then divided by that largest value to calculate
relative phosphorylation percentages for each sample from an exposure experiment (Fig. 2b).

Relative phosphorylation of Cdc2 (Tyr 15) appears to be equal within treatment but increases
in both treatments until - 90 mins post-fertilization. By 110 mins, phosphorylation of Cdc2 (Tyr
215) of the control embryos decreased relative to previously levels and compared to UV-
irradiated embryos. These results are consistent with our previous results using artificial UV-
exposures, however there is much more variance in the amount of phosphorylation of Cdc2 (Tyr
15) in this experiment as might be expected due to greater variability in UV doses. Nevertheless,
this study provides more realistic evidence of how natural UVR may be affecting embryos and
the activity of Cdc2 in the field. Although statistical analysis has not been performed on these
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* data, there appear to be dramatic differences in percentage relative phosphorylation at the 110-
and 130-minute time points.
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Figure 2. A. Cleavage delay data for embryos of S. purpuratus eggs exposed to solar UVR on 05/25/04. Mean time
to 50% cleavage shows a delay of 35 mins in embryos whose eggs were exposed to solar UVR for 20 mins. B. Mean
values (* S.D.) of relative percent phosphorylated Cdc2 in sea urchin embryos at specific time points post
fertilization (n=3). Note: normal division occurs at -110 mins.

Conclusions
Cleavage delay data indicate that UV-exposure causes a delay in division of S.

purpuratus embryos whose eggs were exposed to natural solar radiation. With an average delay
* in the first mitotic event of 29 (±14) mins it can be suggested that UVR has the potential to

substantially impede the development of sea urchin embryos, quite possibly leading to
significant ecological impacts if an entire population is experiencing similar dosages of UVR. In
addition, the biochemical data obtained from these three UVR experiments appear to suggest that
UV-exposure causes a delay in dephosphorylation of the MPF inhibitory Tyr 15 of Cdc2. These
results may explain the UV-induced cleavage delays and developmental stage-sensitivity of sea
urchin embryos observed by Rustad (1960).

Because the UV exposures were not identical among these experiments we did not
perform statistical analysis on the Cdc2 data. Nevertheless, based on the relative
phosphorylation of Cdc2 obtained from embryos of UV-irradiated eggs, there appears to be
substantially less pCdc2 (Tyr 15) in non-irradiated embryos when compared with UV-irradiated
embryos at the 110- and 130-minute time points. At these time points, we would expect Cdc2 to
be active and the cells to be dividing, but dephosphorylation appears to be delayed in UV-
irradiated cells.

In more recent preliminary experiments, we have examined effects of UVR on
phosphorylation in UV- irradiated embryos (instead of irradiated eggs) because our previous
results had shown that embryos are more sensitive to UVR than eggs. These results appear to be
similar to all of our previous results for p-Cdc2.

Aim 1-B. Effects of solar radiation on development in situ. In a side project, we have also
demonstrated that biologically effective solar of UVR penetrates into in surface waters (to at
least 1 m) at our Center for Coastal Marine Sciences in San Luis Obispo Bay to cause delays in

* division of sea urchin embryos (data not shown, similar to Fig. 3a). These results demonstrate
that current levels of UVR in situ in surface coastal waters can cause developmental delays in sea
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urchin embryos and that we can successfully perform experiments with natural sunlight to
examine the molecular targets of UV-induced delays in division. Eventually, we will perform
experiments in situ similar to those discussed in Aim 1-A at the CCMS.

Aim 1-C. The presence of Cdc25 in sea urchin embryos. Active Cdc25 removes the
inhibitory phosphate at Tyr 15 from Cdc2. Therefore, we have examined whether Cdc25 is
present in sea urchin embryo§.&

Materials and Methods
Methods for collection of gametes and culture of embryos and preparations of embryo

lysates were the same as described above (Section A). Cultures of sea urchin embryos from the
same batch were then examined. Proteins were separated using SDS PAGE and then transferred
onto a nitrocellulose membrane and relative levels of Cdc25C was determined by immunoblot
analysis using a Cdc25 antibody generated against human Cdc25C (Santa Cruz Biotechnology,
Inc.). In addition, we tested one other antibody for Cdc25C and two antibodies for Cdc25B, but
had very limited success with these antibodies.

Results
The Cdc25C antibody from Santa Cruz Biotech recognized a band at approximately 55

kDa in sea urchin embryo lysates. A similar band kDa MW C +UV

at the same molecular weight was also recognized
in Hela cell lysates (data not shown). 7Cdc25C

Discussion (55 kDa)
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These results indicate that Cdc25C is Figure 3. Immunoblots of S. purpuratus embryo

present in sea urchin embryos and that we may (70 min) extracts indicating that Cdc25C is
begin our investigations into whether Cdc25C is present in sea urchin embryos. UV+ = UV-

irradiated embryos, UV-=Control embryos.
affected by UVR. We are currently testing four Blots were probed with anti-Cdc25C (Santa Cruz

commercially available antibodies for phospho- Biotech).

specific Cdc25C (p-Cdc25, Ser 216). Using these antibodies, we will examine whether UV-
irradiation of sea urchin embryos phosphoyrlates Cdc25C at Ser 216 (see Adams renewal
proposal 2005). We predict that Cdc25C, which is a phosphatase that removes Tyr 14 from
Cdc2 will be inactivated in sea urchin embryos (phosphorylated at Ser 216) by UV-exposure.

Aim 1-D. Examination of Chkl in sea urchin embryos. Chkl is a kinase that controls activity
of Cdc25. Sequence homology in the Chkl kinase domain suggests overall structural
conservation across species. The transduction pathways for DNA damage and replication
checkpoints are composed of a shared group of conserved proteins that may also act as the
sensors (Rhind and Russell, 2000). These homologs (identified in all eukaryotes) share a similar
N-terminal kinase domain (residues 1-265) as well as scattered homology throughout the C-
termini (Chen et al., 2000). Therefore, one of our first steps was to examine the current
sequences published for the sea urchin, S. purpuratus, genone (url) to search for evidence about
whether Chkl exists in sea urchins. In addition, we examined whether Chkl protein exists in sea
urchin eggs and embryos. These data will be the first documentation of Chkl in sea urchins.
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Materials and Methods
To better understand whether Chkl is present in S. purpuratus, the National Center for

Biotechnology Information (NCBI) GenBank was searched for Chkl homologs in other
organisms. A Chkl homolog (Schizosaccharomyces pombe) CHEKI was found in Homo
sapiens. This homolog is found on chromosome 11; maps 1 lq24-q24 and is a protein-coding
gene (NCBI Entrez Gene). A related sequence AF016582, which encodes mRNA was used for
additional work because it is more conserved across species due to the removal of exons from the
sequence. This sequence was then "blasted" via tblastx against the sea urchin genome (NCBI.
AAGJOOOOOOOO). Tblastx converts a nucleotide query sequence into protein sequences in all six
reading frames and then compares this to an NCBI nucleotide database, which has been

translated on all six reading frames.http://www.ncbi.nlm.nih.gov/blast/html/blastcgihelp.html -
protein databases

In addition, adult S. purpuratus were collected and gametes handled as described in Aim
IA. Eggs were exposed to UVR (290-400 nm) in the laboratory using Q Panel UV-340 lamps
that simulate the solar spectrum of UVR (Adams et al., 2001; Shick et al., 1999). Eggs were
fertilized and embryos were exposed to PAR (visible light, 400-700nm) and protected from UVR
by covering them with UV-opaque acrylic or exposed to PAR + UVR using UV-transparent
acrylic covers as described in Aim 1 A. Lysates were prepared and protein assays were
performed as described in Aim 1-A. Proteins in lysates were separated by loading 50 pg total
protein onto 12% acrylamide gels for SDS PAGE. Proteins were transferred and blots probed
using general techniques described in Aim 1-A.

We tested four antibodies for Chkl (Cell Signaling, Santa Cruz Biotechnologies) at
multiple concentrations. Only one antibody for total Chkl (Ser 296) gave us consistent results
(Fig. 4). In addition, we tested three antibodies for p-Chkl (Ser 345, Cell Signaling, Santa Cruz
Biotechnologies) and two antibodies for p-Chkl (Ser 317, Cell Signaling & Novus).
Densitometry was performed as described in Aim 1-A.

In addition, we compared the density for the Chkl band between Control and UV-
irradiated embryos for three batches of eggs and exposure experiments to determine whether
UVR-is likely to be affecting Chkl. Statistical analysis has not been performed on these data at
this point because we believe we need to optimize our Chkl detection capabilities further.

Results
Three sequences with low e values were obtained and evaluated (NCBI sequences

CD291492, CD311509, and DN577951) for homology with the human Chkl protein
sequence by alignment of the sequences. E values are the statistical significance threshold
for reporting matches against database sequences. Low e values mean that there is little
chance that the match is expected to be found merely by chance. The associated DNA
sequences for CD291492, CD311509 and DN577951 were obtained from NCBI and
entered into DNA Strider. An attempt was made to align the DNA sequences with the
DNA sequence of AF016582.

Two areas of homology within the kinase domain of Chkl were found. Homology within
the kinase domain of the Chkl protein of Homo sapiens (hs), Mus musculus (mm), Xenopus
laevis (xl), Drosophilia melanogaster (dm), Caenorhabditis elegans (ce), Saccharomyces
cervisiae (sc) Schizosaccharomyces pombe (sp) are shown in Figure 4. The sea urchin sequences
that were homologous to the human Chkl sequence are shown in this alignment.
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Multiple bands appear on these Figure 5. Immunoblots of 293 cell iysates (human cell line/positive
blots (data not shown) indicating control for the presence of Chkl; -/+ UV-irradiated, Cell Sig. Tech.)

and lysates of S. purpuratus eggs (Egg) or embryos (20 minm)that our conditions require more indicating that Chkl is present in sea urchins. Blots were probed

further optimization. with Chkl (Cell Signaling). Note: The 57 kD molecular weight

Nevertheless, it is clear that there marker has been enhanced for clarity.
is a band at i 56 kDa as would be
expected for Chkl.

Although the relative density of bands for Chkl appeared to vary among dates and
possibly between Controls and UV-irradiated embryos on at least one date, there is no consistent
trend (Fig. 6). Nevertheless, these results are quite preliminary and we are currently working to
optimize our detection capabilities for Chkl (see below).
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To date, none of the antibodies for phospho-specific Chkl reliably detected Chkl in
lysates of sea urchin embryos (data not shown. The antibody for p-Chkl (Ser 317) by Novus
was promising, recognizing proteins in lystes from the sea urchin embryos, but we did not get
adequate results for the positive and negative controls to verify that this antibody was accurately
detecting p-Chkl in UV-irradiated human cell lines where we believe it should exist.

Discussion
The general

conservation of cell cycle
proteins throughout evolution Relative

and the identification of Chkl density
(cnts per

homologs in organisms as m)
diverse as fission yeast and
humans make Chkl a logical
protein to be present in S. -uv +Uv -uv +uv -uv +uv
purpuratus. Sequence 2118/04 4/24/05 6129105

alignment of sea urchin Figure 6. Strongylocentrotus purpuratus. Relative density of

sequences the identified kinase Chkl in counts/mm2 ± S.D. embryos at 120 minutes post
domain of the Chkl protein of fertilization That had been protected from (-UV) or exposed to
humans, mice, frogs, fruit flies, UVR (+UV). Exposure experiments performed 2/18/04, 4/24/05
round worms and yeast were and 6/29/05. Total Chklantibody, Cell Signaling 1:750 dilution.

manually found for amino acids
168 through 527 and amino acids 525 through 821 as shown in Figure 4. This indicates that the
S. purpuratus genome includes a kinase domain similar to those identified as Chkl kinase
domains in these organisms. Chkl is therefore is likely to be present in the S. purpuratus
genome and have a similar function to that found in the homologs of other organisms.

The sea urchin genome is currently being annotated, and will be available soon for use.
Once this task is accomplished, the use of the genome for gene identification will be greatly
enhanced. Due to the high level of conservation of cell cycle proteins, Chkl is probably
transcribed and available as maternal mRNA in sea urchin embryos. If the gene sequence for
Chkl can be elucidated, then cloning of the gene will be possible. Further cloning of the gene
(planned for 2005-2006) will allow further investigation into the presence and activity of the
Chkl protein, and lead to a better understanding of its function in the UV-induced cellular
response in the purple sea urchin.

Similarly, our direct attempts to find Chkl in sea urchin lysates indicate that Chkl may
be present in sea urchin eggs and embryos (Fig. 5). In addition, our preliminary data indicate that
the overall concentration of Chkl is not affected by UVR. We would not necessarily expect a
change in Chkl concentration, but instead posttranslational modification by way of Chkl at Ser
317 or 345, which typically occurs upon UV-irradiation of cells.

Due to lack of reliable identification of a phospho-specific antibody for use in sea urchin
lysates, we were not able to determine whether we can test whether UVR affects phosphorylation
of Chkl in sea urchins embryos yet. We are currently optimizing our western blotting conditions
for identifying Chkl in sea urchin lysates and testing whether phospho-specific antibodies that
recognize Chkl phosphorylated at Ser 317, Ser 345 and Ser 296 (indicating genotoxic stress)
detect these forms of Chkl in UV-irradiated sea urchin eggs and embryos.
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In addition, we plan to immunoprecipitate Chki to concentrate it away from other
proteins to enhance its signal. Currently, we must run 50 Yg of total protein on our gels, which is
twice as much as we must load for detection of other proteins and which increases our
background noise on these gels. An enhanced signal and the isolation of Chkl on these gels and
subsequent blots will also allow us to probe these blots with general antibodies for
phsophorylated serines, which may allow us to detect changes in Chkl phosphorylation if the
other phosphospecific antibodies do not work. We are also currently optimizing our detection
capabilities with our newly acquired Amersham/GE Typhoon-Trio laser imager.

Aim 1-Overall Conclusion
These results taken together are bringing us closer to understanding how UVR affects molecules
that control the cell cycle in sea urchin embryos and potentially in other cells. Our future work
may allow us to assess the entire molecular pathway between UV-induced genotoxic stress and
effects of UVR on the molecules that control entry into mitosis. In addition, this may allow us to
develop molecular markers to detect UVR-induced damage in multiple marine organisms.

Aim 2. Identification and quantification of MAAs in local red algae. We identified and
quantified MAAs from 12 species of red macro algae from the Central Coast of California in an
attempt to catalog the types of MAAs available in these species and screen fro novel MAAs.

Materials and Methods
MAAs were extracted and analyzed from 12 species of red algae collected from intertidal

zones in San Luis Obispo County, CA. MAAs were extracted from algae using three serial
extractions of 100% methanol. MAAs were separated by reverse-phase HPLC, identified, and
quantified by examining the absorption maximum of each peak and using quantitative standards
prepared by Dr. W. C. Dunlap (Australian Institute of Marine Science, Townsville). Peak
separation was achieved using reversed phase analysis on a Phenosphere C8 (Phenomenex)
column in a mobile phase composed of 55% aqueous methanol and 0.1% acetic acid using a
Hewlett Packard 1100 HPLC and a flow rate of 0.8 ml/min, Detection was achieved using a
Hewlett Packard diode array detector.

Results
MAAs were detected in all samples of algae tested. All species of algae contain

shinorine, one of the most common MAAs in algae. Palythine was the next most abundant
MAAs in many species of algae. Only trace amounts of porphyra-334 were found in
Rhodymenia pacifica. In addition, only small amount of asterina-330 and usijurine were found
in two species of algae (Table 2).
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Table 2. Concentrations of mycosporine-like amino acids (nmol/mg dry wt.) in tissues of algae
collected from Shell Beach, CA 2004. (N=number of replicates, n.d. = not detectable).

Concentration of MAAs (nmoVmg dry wt. _ S.D.)
Asterina

Species N Shinorine Porphvra-334 Palythine 330 Usiurine Total
Mastocarpus papillatus 8 2.42 ± 0.88 n.d. n.d. n.d. n.d. 2.42 ± 0.88

0.12±
Mazzaellasplendens 3 0.99±0.02 n.d. 3.11±0.18 0.178i0.01 0.01 4.31 ± 0.21
Mazzaella leptorynchos 6 1.61 ± 0.18 n.d. 1.53 ± 0.23 n.d. n.d. 3.20 ± 0.43
Mazzaella affinis 3 0.33 ± 0.03 n.d. 0.41 ± 0.05 n.d. n.d. 0.74 ± 0.64
Mazzaella parksii 3 0.62 ± 0.17 n.d. n.d. n.d. n.d. 0.62 ± 0.17
Rhodymenia pacifica 5 0.87 + 0.9 0.02 ± 0.01 1.25 1 0.41 n.d. n.d. 2.04 ±0.58
Rhodymenia rhizoides 3 1.22 + 0.17 n.d. n.d. n.d. n.d. 1.22 ± 0.17
Rhodymenia cafifornica 3 1.25 + 0.23 n.d. n.d. n.d. n.d. 1.25 ± 0.23
Rhodymenia

arborescens 3 0.71 + 0.08 n.d. n.d. n.d. n.d. 0.71 ± 0.08
Prioniti5 lanceolata 3 1.31 ± 0.16 n.d. 2.07 ± 0.31 n.d. n.d. 3.38 ± 0.47
Endocladia muricata 3 2.19 ± 0.16 n.d. n.d. n.d. n.d. 2.19 ± 0.16
Chondracanthus 0.05 +

canaliculatus 3 0.51±0.06 n.d. 1.09* 0.10 0.13±0.01 0.01 1.79±0.17

Discussion
These results indicate that the complement of MAAs in local red algae are fairly simple

to analyze and are consistent with other species of red algae from other geographic regions
(Carroll and Shick, 1996,; Adams et al. , 2001; Karsten et al, 1998). Unfortunately, no new
MAAs were discovered in these samples. Nevertheless, one rare and exciting MAA, usijurine,
appeared in two species of the algae. Usijurine is quite unstable and may allow us to examine
what molecular differences among MAAs affect stability.

Identification and quantification of MAAs in local algae allowed us to create a catalog of
the MAAs contained in local species of red algae for future studies on dietary accumulation and
protection by MAAs. In addition, these results provide a foundation for future work examining
the role of MAAs as nature sunscreens and biosensors.

The relatively simple MAA content of these algae facilitates future experiments
evaluating MAAs as biosensors and using the algae as a source of MAAs for dietary
accumulation studies because it is much more direct to track changes or accumulation of one or
two MAAs in a system. We will continue to screen local red algae from other collections sites
and to build on this work. This year we will screen local purple sea urchins, Strongylocentrotus
purpuratus ovaries and eggs for MAAs.

D. USE OF FUNDS
Funds were used to purchase materials and supplies, pay for travel to one scientific

meeting, provide release time for the PI, and provide assistantships for one graduate and three
undergraduate students. All of these students have presented their results at local' scientific
meetings in posters or oral presentations, such as the Cal Poly Science and Mathematics Student
Research Conference. In addition, results of the Chkl work will be presented in a poster at the
December Meeting for the American Society of Cell Biologists. We intend to publish results
from this work in refereed journals with students as co-authors on these papers. In addition,
funding of this proposal provided seed money to generate preliminary data to acquire funding
from the National Science Foundation, Integrative Animal Biology Program ("Molecular

* mechanism of UV-induced cleavage delays in sea urchin embryos") to Nikki Adams.
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C3RP Final Report, August 2005

The primary objectives of the 2004-2005 C3RP project have been to:

"* Develop accurate computer models of microstrip patch antennas verified through
measurements taken in the Cal Poly Anechoic Chamber

"* Develop new patch antenna geometries for wider bandwidth operation
"* Develop and apply high-impedance (EBG: electronic bandgap) ground planes for the

reduction/elimination of surface waves that cause interferometer nulls in radiation patterns
i Develop an Electromagnetic Compatibility (EMC) chamber and establish testing capabilities
* Characterize the EMC chamber and accompanying instrumentation; carry out conducted

emissions testing on actual systems

The development of accurate simulation models for patch antennas has been established on a
four-element microstrip patch antenna lanar arra shown in Fi . 1 below.

Fig. 1 Four-Patch Microstrip Array

This array was modeled using the Sonnet application (antenna simulation software) and
fabricated on an FR-4 substrate printed circuit board. The array was also tested for both radiation
pattern and SWR (standing wave ratio) response as a function of frequency (1.5GHz to 3.0GHz) in
the Cal Poly Antenna Anechoic Chamber. The computer-predicted radiation pattern, modeled by the
Method of Moments (MoM) technique, is compared to the measured pattern taken at the 2.62GHz
frequency in Fig 2 below.

Analytical Pattern

-Z "

..... Measured Pattern

Fig. 2 E-Plane Radiation Patterns at 2.62GHz
Comparison for Four-Patch Microstrip Array: Measured vs. Analytical
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The predicted pattern has a first-null beamwidth of 1100, while the measured pattern has a 1000
value, which yields a higher gain for the measured pattern compared to the analytical version. Since
the analytical pattern assumes an infinite ground plane, this pattern should have a narrower
beamwidth; thus, the comparison is opposite from what is expected. Possible explanations for this
discrepancy include calibration errors in the test setup and relatively high reflection levels in the
anechoic chamber.

The input matching characteristics were also computed for the four-patch array, shown in Fig. 3
below.

Measured S1I (dB) vs. Frequency (GHz)

-10

-20

25

-352 2.2 2.4 2.6 2.8 3 3.2 34

Frequency (GIHz)

Fig. 3 Input Matching Characteristics for Four-Patch Microstrip Array
IS I, (dB) vs. Frequency (GHz)

Note that the array is matched at 2.62GHz, while the intended frequency is 2.50GHz. This was
caused by the tolerance in the dielectric constant value obtained from the manufacturer's datasheet
for FR-4 material. A dielectric constant of 4.90 was assumed from the datasheet, while the actual r,
value is between 4.05 and 4.20. Substituting the corrected value into the Sonnet and optimizing for
the new material constant will yield a design with a resonant frequency closer to the intended
2.50GHz value.

New wideband designs have been developed for microstrip patch antennas. Current designs yield
bandwidths in the 10% to 15% range. New antenna geometries, developed through a highly refined
combination of previously-used techniques, have resulted in simulated bandwidths of 25% to 30%.
We are currently identifying fabrication companies to construct the design. Upon successful
construction of the new design, simulation results will be compared to radiation pattern and SWR
measurements in the Anechoic Chamber.

Circular-E probe fed antenna on a microwave substrate
Fig. 4 shows the HFSS model for a probe fed circular E shaped antenna. Unlike the antenna

described in [1], the antenna below is printed directly on a microwave substrate (Rogers RT/duroid
5880). Since the probe is contained within a microwave substrate rather than unsupported, the
structure becomes durable and of practical use.
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Fig 4: Model of Probe Feed - Circular E-Shaped Antenna

Fig. 5 shows the VSWR of the above model as a function of frequency at 0.1GHz resolution.
Placing the antenna directly on the substrate dramatically decreased its performance. Not only did
the antenna operate at a much higher frequency range, but also the bandwidth was decreased. This is
due to the increase in the substrate permittivity. As relative permittivity increases, the electrical
thickness of the substrate decreases. This creates a resonant frequency at a higher frequency.

The following bandwidths were calculated by defining the frequency range where VSWR values
are less than two. The antenna described in [1] operates between 1.538GHz and 1.998GHz, which
corresponds to a bandwidth of 26.0%. The simulated antenna operates at the higher range of
9.95GHz to 10.43GHz, which corresponds to a bandwidth of 4.7%. The frequency of operation of
the simulated antenna is slightly wider than that of the antenna from [1], but since the frequency is
much higher, the bandwidth is significantly less. Increasing the physical thickness of the dielectric
could lower the frequency, but this makes fabrication unpractical using Rogers RT Duroid 5880
standard board thicknesses.

An L-shaped capacitive feed can increase the bandwidth of microstrip antennas [2]. It creates an
improved match by offsetting the inductance added by the length of the probe feed. Incorporating
an L-shaped probe feed into this design might help increase the bandwidth.

I A o •v

i 1"

Fig. 5: VSWR of Circular E shaped - probe fed antenna

Circular-E antenna with L-shaped probe feed
To improve the bandwidth of the previously simulated antenna, an L-shaped probe was used

rather than the standard coaxial probe. The L-shaped probe is coupled to the antenna but makes no
physical contact. Besides the feed, all materials and dimensions are identical to the antenna
discussed above.
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Fig. 6: L-shaped probe fed - Circular E antenna

Fig. 7 shows the VSWR vs. frequency for the above antenna model: the performance was
improved significantly by the addition of the L-shaped probe. Once again, the following bandwidths
were calculated by defining the frequency range where VSWR is less than two. By examining
Figure 4, it can be seen that this antenna has two major frequency ranges of operation: 7.6GHz to
9.6GHz, (bandwidth of 23.3%) and 12.25GHz to 14.05GHz (bandwidth of 13.7%).

, An.". - -:5155 V*

XI P

I' l

Fig. 7: Circular E shaped antenna with an L-shaped probe feed

Although there is significant improvement in the bandwidth using the L-shaped probe feed, it is
difficult to embed a bent probe directly into a microwave substrate. The antenna can be more easily
fabricated if the microwave substrate below the horizontal section of the probe feed is replaced by
foam. Another option is to replace the horizontal section of the probe feed with a section of
microstrip. This creates a common stacked antenna design, which can be fabricated.

Circular-E antenna with a modified L-shaped probe feed
To create this design, the horizontal arm of the L-shaped probe feed was replaced by a length of

microstrip line. The HFSS model of the antenna is shown in Fig. 8.

Fig. 8: Model of modified L-shaped probe fed patch antenna
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As shown Fig. 8, the coaxial probe is set back from the edge of the patch antenna. The
microstrip patch used on the feed is 1 1mm long, but only 9mm of it is under the actual radiating
patch. The VSWR of this design is shown in Fig 9. The antenna operates between 10.3GHz and
12.76GHZ, giving it a bandwidth of 21.3%. The bandwidth using this feed is 2% lower than with
the standard L-shaped probe feed. This is due to increased reflections at the input caused by a less
perfect match and/or feed point.

24 SUp 2004 A0 OPOrO. 14,50:24 10-C"

ts~r

Y P -I

Fig. 9: VSWR of a circular-E antenna using the modified L-shaped probe feed

It is possible to create an improved match by fine-tuning the dimensions of the probe feed. The
simplest way to do this is through a parametric study. Before adjusting the probe feed, the width of
the substrate was adjusted to fit standard board sizes available from Rogers Corporation. The
current design has 10.5mm of dielectric below the microstrip feed and 1.5mm above it. These
dimensions must be adjusted so the antenna can be fabricated with the standard panel dimensions
shown in Table 1.

Rogers Corporation: Standard Dimensions of
RT/duroid 5870 and 5880

Thickness (mm) Panel Size (mm)
0.127 457 x 305
0.254 457 x 610
0.381 457 x 915
0.508 457 x 1224
0.787
1,575
3.175

Table 1: Rogers Corporation Standard Dimensions

To achieve dimensions close to the models presented, it is necessary to use two panels. Both are
457mm x 305mm, but one board is 3.175mm in thickness, while the other is 1.575mm. By stacking
three pieces of the 3.175mm board with one piece of the 1.575 board, we achieve a thickness of
11.1rmm under the probe. One more 1.575mm board is used above the probe. Since all simulations
were done on a substrate size of 150mm x 150mm, two additional antennas could be created with the
two panels mentioned previously. Simulations were done to see the effect of this change on the
antenna performance. The new VSWR response is shown in Fig. 10.
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Fig. 10: VSWR of antenna using standard panel sizes of RT/duroid 5870 and 5880

The antenna meets the VSWR = 2 specification between 10. 1GHz and 12.26GHz and achieves a
bandwidth of 19.32%. The drop in bandwidth could be due to less coupling between the feed and
the patch due to increased distance between them. Now that the design can be -fabricated using
available material and techniques, the dimensions can be optimized to obtain improved results.

Although the antenna can be fabricated as described above, costs could be prohibitive. It is
preferable to use thicker boards so each layer (above and below the feed line) consists of a single
layer. This cannot be done using Rogers standard board thicknesses; however, Cumings standard
thicknesses are much greater. Cumings standard thicknesses are shown in Table 2 below.

Cumings: Standard Dielectric Board Sizes

Thickness (mm) Panel Size (mm)

r 4

Q

76 ?

Table 2: Cumings standard dielectric sizes

Since HFSS does not have Cumings dielectric materials stored in its library, it was created using
datasheet values. A model was then created. The dielectric below the feed is 9.5 mm and above, it is
3.2 mm. The thickness above the feed is nearly twice the previous value. This will decrease the
coupling between the feed and patch and decrease the antenna bandwidth. The VSWR of this model
is shown below along with its 3D radiation pattern at 11 GHz.

itit

Fig. 11: VSWR Using Cuming Dielectric Standard Thickness Values
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Fig. 12: 3D Radiation Pattern Using Cuming Dielectric at 11 GHz

Fig. 11 shows that the antenna meets VSWR requirements between 8 and 11.15 GHz, yielding a
bandwidth of 32.9%. This value was obtained through the parametric study shown below. The
bandwidth decreased by 4%. The new dielectric also affected the radiation pattern. Compared to
the radiation pattern of Fig. 9, the new pattern is less uniform and generally lower inmagnitude.
Thus, there are directions in which the antenna does not radiate effectively.

A model that uses standard board dimensions and potentially improved results can be created
using sections of Rogers 5880 and Cumings dielectric substrates. By using a 1.575 mm thick section
of Rogers 5880 above the feed and a 9.5 mm thick section of Cumings dielectric below it, the results
should be more similar to those shown below.

* Parametric study on the circular E capacitive fed antenna; microstrip feed dimensions
Optimizing the feed can improve the impedance match at the input, thereby increasing the

antenna bandwidth. To design the microstrip feed in a way similar to the original L-probe feed, the
width was decreased from 9mm to 5mm. The VSWR response is shown in Fig. 13.
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Fig. 13: VSWR of Circular E antenna with a 5mm wide microstrip feed

Decreasing the width of the microstrip patch dramatically increased the antenna's bandwidth to
34.93% due to an improved input impedance match. Since the input center conductor of the coaxial
cable is lmm in diameter, decreasing the width of the microstrip patch will make fabrication
difficult. Adjusting the feed length from its original value of 1 lmm may yield further performance
enhancements. Table 3 shows the results of this study.
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Canacitive Feed Lenaoth (mm)
11 16 21

Bandwidth 34.93% 36.82% 32.26% i
Center Frequency (GHz) 11.195 11.215 11.685

Peak Directivity 5.3366 6.7808 4.9276
Peak Gain 4.9482 7.102 5.2588

Radiated Power (W) 0.90672 1.0415 1.064

Radiation Efficiency 0.92724 1.0474 1.0672

Table 3: Results of changing the feed length

As Table 3 demonstrates, the best results were achieved at a feed length of 16mm, which
resulted in a bandwidth of 36.82%. Further lengthening of the feed decreases the antenna bandwidth.

By changing the slot lengths, it is possible to increase the bandwidth. This occurs because the
current must flow around the slot to create the low resonant frequency while the radius of the patch
determines the high frequency resonance. The results of this study are shown in Table 4.

Capacitive Feed Length: 15 mm

Slot Length (mm)
43 48 53

Bandwidth 36.97% 36.82% 34.98%
Center Frequency (GHz) 11.225 11.215 11.065

Peak Directivity 5.9936 6.7808 5.5405
Peak Gain 6.3748 7.102 5.8379

Radiated Power (W) 1.0535 1.0415 1.0507
Radiation Efficiency 1.0636 1.0474 1.0537

Table 4: Optimized Slot Lengths

As shown in Table 4, decreasing the slot length resulted in a negligible increase in the
bandwidth, while the peak directivity and peak gain decreased. A slot length of 48mm was chosen
in the final design effect on directivity and gain.

Final Antenna Design Results:
The VSWR response for the final design is shown in Fig. 14. It meets VSWR requirements

between 9.15GHZ and 13.28GHz, yielding a bandwidth of 36.82%. Fig. 15 shows the 3D radiation
pattern at 11 GHz. All of the following radiation patterns are plotted in dB.
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Fig. 14: VSWR of Final Design (feed: 5mm x 16mm, slot length: 48mm)
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Fig. 15: 3D radiation pattern of the final design

Figure 16 is an E-plane cut of the radiation pattern at 11 GHz.
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Fig. 16: 0 = 900 Radiation Pattern
The third project has been modeled (using a rectangular probe-fed patch antenna) and shown to

reduce effective surface waves as evident from the substantial reduction of interferometer nulls
produced by patch antennas mounted on standard substrate geometries. The Electronic Bandgap
ground plane is pictured in Fig. 17 below.

Fig. 17: Electronic Bandgap Ground Plane for Suppressing Surface Waves

Matching characteristics (SWR) have been measured over the range 9GHz to 11GHz and
matches to within 0.5 of the simulated response throughout the band. The radiation patterns will be
measured in the Cal Poly Anechoic Chamber within the next few weeks.
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Evidence of the significant reduction of surface waves striking the edges of the ground plane and
causing pattern ripple can be seen in Fig. 18: solid vs. EBG ground plane backed circularly-polarized
patch antennas.

0-cut, 0O' Radiation Pattern Compared (Vertical Polarization)
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Fig. 18: CP Microstrip Patch on Solid Ground Plane
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Fig. 19: CP Microstrip Patch on EBG Ground Plane for Suppressing Surface Waves

Note that the circularly-polarized patch antenna mounted on the EBG ground has a significantly
smoother radiation pattern compared to the same patch on the solid ground plane. Further
refinements to the EBG model are being developed to finalize the design and build several
prototypes to test in the Cal Poly Anechoic Chamber.

The standard patch antenna has a minimum axial ratio of 0.132 dB and a 3dB axial ratio BW of
20MHz. Axial ratio is calculated using the polarization ellipse and the following relations:

tan 1 JE 1)(1)

6=1sin-' (sin 2y sin 8) (2)
2
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where 5 is the phase angle of the vertical with respect to the horizontal component of the electric
* field. Axial ratio (AR) is calculated using

ARdB = 20 log[cot(c)] (3)

An Electromagnetic Compatibility (EMC) screen room was donated to Cal Poly by Power
Standards, Inc (Emeryville, CA) and assembled in the ARDFA building, room 112 (see Fig. 20).

Fig. 20: Cal Poly EMC Screen Room in Building 04, Room 112

Through C3RP funds, an RF signal generator, spectrum analyzer, quasi-peak detector, LISN (line
impedance stabilization network: FCC-LISN-50-16-2-01) and two power supply units were
purchased to enable conducted emissions measurements from the power supply units (see Fig. 21).

0

Fig. 21: EMC Screen Room Instrumentation: RF Signal Generator,
Spectrum Analyzer, Quasi-Peak Detector, LISN (right-hand side)

Software to coordinate the operation of the spectrum analyzer and to compute the emissions
spectrum was acquired from CKC Laboratories (Fremont, CA), see Fig. 22.
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Fig. 22: Screen Shots of CKC EMC Software5
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To verify system operation, one of the two power supply units was tested 'as is,' while the EMI
filter was removed from the other unit (see Fig. 23).

Fig. 23: Power Supply Units: With and Without EMI Filter

Both noise spectrum outputs were compared to the FCC, Part 15, Class B, quasi-peak
specification, and the unit with the EMI filter in place was found to emit noise levels below the FCC
spec. As expected, the unit with the EMI filter removed did meet the FCC requirement. This test
validated all components in the system and also the function of the EMI filter in the power supply
unit.
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Fig. 24: Switching Power Supply Emissions (black = measured, blue = FCC spec):
With and Without EMI Filter
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CONDUCTED EMISSIONS TESTING FOR ELECTROMAGNETIC COMPATIBILITY
(SYSTEM VERIFICATION AND SETUP)

Maximilian Moy
Systems Integration - Owego, Lockheed-Martin

1801 State Route 17C
Owego, NY 13827-3998

Dean Arakaki
Electrical Engineering Department, California State Polytechnic University

San Luis Obispo, CA 93407

An EMC laboratory was established at California
ABSTRACT Polytechnic State University, hereafter referred to as "Cal

Operating frequencies in the gigahertz range is creating an Poly." The eventual goal is to provide EMC instruction to
increased need for electromagnetic compatibility (EMC) students and prepare them for real-world problems .faced
testing. In the United States, FCC regulations require in industry today.

conformance to radiated and conducted emissions 2.0 Conducted Emissions and Measurement
specifications. An EMC laboratory was established at Cal
Poly San Luis Obispo (screen room, test instrumentation, Conducted emissions is the radio frequency noise present
and software) and an experiment was developed to in the physical wiring or traces of an electrical system.
explore conducted emissions effects. This paper will This noise is generated by switching transistors or
describe the test configuration, explain the calibration harmonic resonances within a circuit. This results in
procedure needed to acquire accurate measurements, and unwanted common mode and differential mode currents
illustrate measurement techniques applied to two example within a system. Detailed analysis indicating their
systems. In addition, the data collection process is existence can be found in [3, 4].

* illustrated through software donated by CKC Laboratories A Line Impedance Stabilization Network (LISN)
(EMC specialists). To verify the functionality of the performs conducted emissions measurements. A LISN
laboratory and to assess measurement accuracy, two provide two functions [3], to isolate the test system within
12V/15W switching power supplies are characterized for its boundaries and to provide a measurement point. The
conducted emissions performance; one as supplied by the operator selects the frequency range, which is usually
vendor (KGCOMP) and a second unit with the EMC governed by the standard being used. For this system,
filters removed. The noise spectrum for both units are FCC part 15 [1] was used.
plotted against frequency and compared to FCC
specifications. The unaltered unit is shown to be in 3. 0 System Setup
compliance, thus verifying the accuracy of the test The equipment was selected based on the information
procedure and instrumentation, provided in [3, 4] and recommendations at CKC

Laboratories and Montrose Compliance. All equipment
Keywords: Facility Descriptions, Data Acquisition, was purchased through the C3RP Cal Poly initiative.
Commercial Products, Measurement "Systems, Standards Due to the existence of an anechoic chamber and a high

power FM antenna, the EMC system was enclosed in a
1.0 Introduction copper mesh screen room.

This paper describes a system level design for performing For observation of RF signals present in the system, an
university-level EMC testing for conducted emissions in HP 8568B Spectrum Analyzer (SA) with the HP 85650A
compliance with FCC part 15 standards [1]. quasi peak adaptor was used. The adapter is needed to

ANSI C63.4-2001 [2] was the primary guide used for the screen out high amplitude noise that occurs at intermittent
design of the system. Electromagnetic compatibility intervals.
references [3, 4] also aided in the completion of this For automated control of the SA, a desktop computer was
project. used with a GPIB interface. CKC Laboratories donated

the interface software.
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For SA burnout protection, an ARA Transient Limiter was The data sheets supplied with the equipment indicate that
used. An ARA High-Pass Filter was included in the the devices are operating within specification needed in
system to suppress frequencies outside the operating this system. At the Cal Poly laboratory, the devices were
range. subjected to a frequency sweep from 150kHz to 30MHz at

The LISN used in the system is a Fischer Custom 107dBgV (OdBm) to ensure proper operation upon the
Communications 16A, twin line LISN. The operating delivery of items. In addition, all cables and connectors
frequency is l50kHz to 10oMHz, well within the FCC were measured for loss. For safety precautions, the earth
part 15 standards. grounding of the screen room and the earth ground

connections to the LISN were tested and verified to be
Q...... Ad'ptw electrically conductive.

c,•-2 -, 4. 0 System Verification
Cd T t f For verification of system operation, the noise floor of the

I' ft .h .. M...
r-. b F-' .2..H. system was measured. Thepink line (in Figures 4 and 5)

Eqi .u .. I d.. represents the FCC Class B voltage limit.

J

Figure 1 System Block Diagram

The equipment configuration internal to the screen room, ,
such as bench placement, LISN placement and spacing, 1 6 I .... 1

was based on ANSI C63.4 standards [2].

4050mm 10,,

84 Noroondutve Table

F- Figure 4 System Noise Floor Plot

C) The trace represents the noise floor of the system, which
was approximately 32dBgV.

As outlined in the ANSI standards [2] a complete
computer system was setup and measured. One

*1 ( ] measurement was made of the monitor and another with
the computer itself. Both measurements conformed to
FCC class B standards [1].

Figure 2 Room Layout D°... ktop C

R .. ..ki Itl l
Nmonve b, C55
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Figure 3 Wiring Diagram MP -, Hig P. FIR, :

55



Figure 5 Desktop Computer Emissions out., . - -.
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Figure 7 Output Plots

Figure 6 Desktop Monitor Emissions The blue trace is the measurement with no filter elements
installed. The device does not meet FCC Class B

5.0 EMC Experiment/Study with Switching Power specifications: amplitude peaks exceed the 40dB over the50M Epre n limit. The green trace represents the emissions
Supplies performance with only the bypass capacitor of the EMI

To further test the performance and functionality of the filter installed. Only a slight improvement (less than 5dB)
system and to provide a basic laboratory experiment for can be seen. Upon insertion of the EMI chokes (red trace),
students, a commercial power supply was measured with the voltage amplitude greatly diminished and now meets
its 6lectromagnetic interference (EMI) filters removed. FCC specifications. Finally, the purple trace indicates
The power supply contained a common mode choke and a system performance with the entire EMI filter in place.These filters reduce the power supply EMI emission
differential mode current bypass capacitor. The power lesels reduce therpower sys EM.
supplies are manufactured by KGCOMP and are rated at levels near the noise floor of the system.. 12V/15W.

12V/15W.6.0 Summary
Measurements were made with both filters removed, only The goal of providing a conducted emissions laboratory at
the chokes installed, only the bypass capacitor installe Cal Poly was achieved with these tests. At a systems
and with both filters installed. In addition, the system level, all elements of the system operated as predicted.
noise floor was measured. The system showed compliance to FCC class B consumer

goods. Further investigation of the EMI measured in
Thethese experiments are beyond the scope of this paper and
accordance with ANSI standards [2] which reqluire a is le retents a king the Eco ue s to std
minimum height from the floor and distance from the is left to future students taking the EMC courses to study.
walls, and routing of the power cables. The author hopes this EMC laboratory will be the

stepping-stone into bringing EMC studies to Cal Poly.

Using the CKC Laboratories software, the parameters
were configured for a FCC class B device. Following 8. REFERENCES
procedures outlined in the ANSI standards [2], both the [1] Federal Communications Commission. FCC Rules and
black "Hot" and white "Neutral" lines were measured. Regulations Part 15. Washington DC, FCC, 2003
The voltage measurements were compared against each
other and against the FCC standards for a Class B device. [2] American National Standards Institute. ANSI C63.42001 American National Standard for Methods of

Measurement of Radio-Noise Emissions from Low-
Voltage Electrical and Electronic Equipment in the Range
of 9kHz to 40GHz. New York, IEEE, 2001

[3] Montrose, Mark and Nakauchi, Edward. Testing for
EMC Compliance Approaches and Techniques. New
York, IEEE Press/John Wiley and Sons, Inc., 2004.
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Abstract
In order to ensure a consistent supply of safe, affordable and high-quality animal based food
products, producers of domestic livestock strive to improve genetic influences in their herds.
This requires identification, and propagation of animals that demonstrate desirable
characteristics. Increasing the genetic potential of sires has taken place for more than 50 years
through artificial insemination. With high-performing females, the collection of embryos gives
producers the potential to increase selection pressure. However, the most significant potential
gains will be achieved through genetic testing. Recent identification of genetic markers for traits
of interest has lead to commercially available tests for traits of interest. Successful efforts to
combine the reproductive biotechnologies with genomic techniques enable scientists to identify
embryos carrying increased genetic potential for certain traits. An example of genetic testing is
the predetermination of the sex of offspring by taking a biopsy of cells from a multicell embryo,
and testing for the presence of Y-linked markers. Many attempts at sexing semen and
identification of sex in preimplantation embryos have been mildly successful, However, recent
advances in gene amplification enable investigators to use sex-specific probes to determine sex
in only 1 cell removed from embryos. The biopsy method has had variable success in fresh
embryos. However, manipulation of cryopreserved embryos reduces viability of the embryos
(Bredbacka, 1998). Therefore, novel approaches to improve pregnancy rates may result in
effective reproductive rates. Recent research at Cal Poly has demonstrated that success in biopsy
procedures followed by genetic testing for a single trait is possible. The proposed research
sought to identify a method for multiple marker selection of embryos. The markers of interest
were sex, and K-casein as an example of an important production marker. DNA from collected
cells collected from embryo biopsies were amplified using three different whole genome
amplification protocols. Of the three methods, the multiple strand displacement amplification
method provided the most consistent coverage of genomic DNA, and yield template that was
useful as template for polymerase chain reaction (PCR) and presence of alleles for the two traits
was identified. Secondly, the success of the procedure was compared between fresh and
cryopreserved embryos. The embryo survival of biopsied fresh embryos was 65%, comparable
to nonbiopsied embryos. However, the embryos that were biopsied, then frozen and thawed,
offered survival of only 25%. Overall, the results of the study are very supportive of the
feasibility of applying marker assisted selection to bovine embryo biopsies. This will result in
much greater efficiency of selection, and promote greater incorporation of DNA technology into
livestock production.

Statement of the problem
Breakthroughs in basic research and development of new technologies provide the tools
necessary to promote massive change. Unfortunately, one of the limiting factors in incorporating
these new technologies into production practices is finding individuals or companies who can
apply the technologies to advance production. Whether it is agricultural genetics or human
pharmaceuticals, achieving a competitive advantage will depend on selecting technology
partners who provide quality solutions. Incorporation of the recent technologies in agriculture to
(a) promote the efficiency by which food can be produced, (b) enhance food safety and (c)
increase food quality is vital to fully capitalize on the tremendous advances in biotechnology.

Advances in animal production can be attributed to one of two factors: (1) genetics, and (2) the
environment allowing those genetics to be expressed. Regardless of the extreme efforts
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producers expend to improve the environment, they will continue to be limited by slow genetic
improvement in the domestic livestock species. Long-term improvements in any phenotype
require improvements in the genetic capacities of the animals contributing to the food, fiber or
entertainment industries associated with animals. Indeed, the extent to which genetics can
improve production is obvious in the dairy industry. Single trait selection for increased milk
production has resulted in an approximate 300% improvement in per cow milk production during
the last 30 years. These improvements have not been observed in the beef industry.

Genetic improvement can be explained by the equation:

(accuracy)(intensity)(variation)
Generation interval

The factor that generally restricts genetic improvement is selection intensity. This can be
described as the number of animals available for selection to the next generation. In all species
allowing artificial insemination, selection intensity on the male side has been dramatically
improved with the advent of artificial insemination. However, selection intensity on the females
in a herd has virtually not changed. Only 50% of offspring are available for selection to the next
generation. Until the gender of offspring can be predetermined, selection intensity on the female
side will continue to be the limiting factor in genetic improvement. A method to accurately sex
bovine embryos will be highly valuable to a producer who can increase the number of females
from which to choose for breeding the following year. With one year of sex selection, a
producer could increase the genetic improvement in the herd dramatically.

Embryo Biopsy
Recently, techniques have been developed in which cells in the fertilized embryos have been
removed and tested for genetic sex (Bredbacka et al., 1995). This biopsy procedure allows
researchers to capture the complete essence of an animal's genetic composition with a single
cell. Sex-specific probes have been developed that identify X- or Y- chromosomes, specifically.
This enables investigators to test the sexual identity contained in the DNA of a single cell. This
can be accomplished by amplifying the genes responsible for encoding sex using polymerase
chain reaction (PCR) technology. The biopsy procedure itself is invasive, obtrusive and requires
inordinate training. However, the success rates are rewarding, resulting in a high degree of
identification of offspring sex. There is approximately a 10-15% decrease in viability due to
biopsy (Van Vliet et al., 1989). The methods have been established in laboratory animal species.
Although some investigators are attempting to apply these techniques to domestic livestock
species, the survival rate of biopsied embryos, particularly those previously frozen for storage
(50% survival rate for biopsy with cryopreservation), and the accuracy of the results limits
reproductive rates such that application in bovine embryos is not yet feasible. In sexing
embryos, recent methods have been established that are so sensitive that less manipulation of the
embryo is necessary, thereby increasing potential viability.

Embryo sexing
Various methods of predetermining sex of offspring have been tested. Initial attempts focused
on differentiating sperm cells containing Y-chromosomes from sperm cells containing X

* chromosomes. This was met with limited success. Any intervention to differentiate the sperm

60



cells decreased motility and survivability of the sperm cells. In addition, the sequestration of
either sex sperm cells was mildly successful, at best. As transfer of embryos from donor cows to
recipient cows became more accepted in the cattle industry, researchers began focusing on
identification of sex of the embryos prior to transfer. Initial attempts at cytogenetic analysis
were unsuccessful and impractical. Other techniques included the use of male specific
antibodies to recognize male embryos and X-linked enzymes to identify female embryos (Herr
and Reed, 1991). These efforts, although moderately successful, were unable to provide
satisfactory results for adoption by producers.

Previous research in our laboratory has characterized the advantages and disadvantages of two
available methods to sex an embryo biopsy: Ampli-Y non-electrophoretic PCR, and PCR with
electrophoresis. Both of these methods have been used with highly variable results in the bovine
industry.

Production markers
There are currently four commercially available genetic marker tests in the beef industry.
Both address the quality of product. Of the four, three were identified through private
ventures, and the primer sequences are proprietary. Currently, in order to determine the
genotype of a mating, producers must allow a cow to carry a pregnancy, and test the
offspring once it is born. This is at great expense, both in terms of capital investment and
as opportunity lost by having a cow carry a calf that does not have a desirable genotype.
By testing an embryo through preimplantation genetic diagnosis, producers can select
embryos based on their genotype. Embryos with undesirable genotypes will be discarded,
thereby improving the productivity of the industry.

Study Objectives
The objectives of this study were two fold: (1) determine the viability of biopsied fresh versus
cryopreserved bovine embryos, and (2) develop an effective protocol for multiple marker
genotype selection that is commercially feasible. These objectives were accomplished by
superovulating and flushing donor cows, cryopreserving half of the embryos from each flush.
Each embryo - fresh or cryopreserved - was biopsied and DNA extracts for testing. The
embryos were placed in recipient cows to test true survivability to parturition. Secondly, three
separate methods of whole genome amplification were tested on embryo biopsy lysates to
determine efficacy in replicating genomic DNA such that the amplified template would be useful
for testing for the presence of production markers, i.e. k-casein, [L-calpain and sex.

I Embryo Biopsy
A. Methodology

Embryos were biopsied fresh immediately after a day 6 flush from 5 donor cows. Embryos from
each donor cow were equally divided between the two treatment groups (fresh transfer and
frozen-thawed transfer). From the 5 flushes, 20 embryos were transferred fresh into recipients
immediately following biopsy. An additional 20 embryos were biopsied, frozen for 3-24 hours
in liquid nitrogen, then thawed and transferred to assess the survival of embryos enduring
multiple insults.
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The embryo is held by suction The embryo biopsy pipet is •A blastomere is removed which
while a biopsy needle is brought inserted and gentle suction. is contains an entire copy of the
into range. applied to dislodge 1-2 animal's DNA.

blastomeres.

The biopsy has been completed The biopsied embryo is intact
successfully. after the biopsy is completed.

This will be repeated for all
embryos.

The method used for embryo cryopreservation was a standard ethylene glycol freezing procedure
that has proven to be successful for non-insulted, intact embryos.

1. Improvements over prior procedures
In previous studies, it appeared as though the pipettes selected for the biopsy procedures
minimized damage to the embryo, but caused damage to the blastomeres such that they would
rupture, leading to the loss of genomic DNA. Larger pipettes were used to lesson the damage to
the blastomeres. The pipettes were custom made (Humagen, Norfolk, VA) with an inner
diameter of 35 microns and an outer diameter of 45 microns. They also had a bevel and a spike
to allow easy entry through the zona pellucida. This also allowed for the use of a single pipette
instead two pipettes which are often used in other labs. The use of a single pipet allows for a
quicker biopsy procedure and less manipulation of the delicate embryo, both increasing embryo
viability. Occasionally, embryos will naturally extrude blastomeres which may or may not
contain a full complement of DNA. Removing the extruded blastomeres, rather than damaging
the embryo with a biopsy needle, offers the advantage of allowing the embryo proper to remain
undamaged, thereby increasing embryo viability. However, extruded blastomeres were only
used as the source of DNA when there were multiple extruded blastomeres because they don't
always have a complete set of DNA. Removing 3-4 blastomeres virtually ensures that a full
complement of DNA will be realized. If the embryo was completely intact (no extruded
blastomeres), a small portion of the embryo was aspirated into the biopsy pipet. The pipet was
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slowly removed from the zona pellucida. As the embryo piece was stretched the zona pellucida
would pinch off the biopsy. Occasionally, additional shaking of the pipet orrubbing on the dish
was needed to free the biopsy from the embryo. The degree of difficulty was recorded for each
biopsy on a scale of 1-5 (easiest-hardest).

B. Results
Of the fresh transfers, 13 of the 20 recipients (65%) were confirmed pregnant via ultrasound
palpation at 56 days. This compares very favorably with transfers of nonbiopsied embryos.
However, only 5 of the 20 (25%) recipients receiving embryos that were frozen after biopsy were
confirmed pregnant. By visual appraisal, the embryos were in good to excellent condition after
biopsy, and it was expected that the embryos would survive the cryopreservation at a rate only
slightly less than those embryos transferred fresh. Indeed, the 65% success observed in the
current study confirms the procedure is adequate. However, the low pregnancy rate in the
recipients receiving cryopreserved suggests that manipulated embryos may present challenges to
the procedure. One potential problem could be the hole in the zona pellucida created during the
biopsy procedure allowed the cryoprotectant to reach the embryo at a rate more rapid than usual.
The ethylene glycol component of the cryoprotectant is lethal to embryonic cells if exposed for
too long.

B. Future Work
Adjustments to the cryopreservation procedures must be explored. The primary factors include
(1) adjusting the equilibration time that the embryos are in the ethylene glycol, and (2) using a
glycerol freezing procedure. This procedure is less toxic, but yields lower results in intact, non-
biopsied embryos.

II Whole Genome Amplification
Introduction
Unfortunately, the amount of DNA available in 1-4 cells from an embryo biopsy is insufficient to
employ as a template for a number of PCR reactions. There are currently three recognized
methods to amplify the entire genome of a mammalian DNA sample: Primer Extension
Preamplification (PEP), Improved Primer Extension Preamplification (iPEP) and Multiple
Displacement Amplification (MDA). The extent to which these methods amplify genomic DNA
from very low initial DNA volume and concentration were evaluated, both for ease of use and
consistency in their amplification.

Primer Extension Preamplification
Originally used to amplify the DNA in a single haploid sperm cell, the PEP procedure

was first developed by Zhang and coworkers (1992) in an effort to develop an effective method
of WGA. PEP amplifies segments of genomic DNA using a random 15-mer primer allowing for
simultaneous binding to multiple loci. The short segment primers can result in extensive
coverage of genomic DNA (gDNA). Two major problems with PEP are (1) Taq polymerase not
lasting long enough to fully amplify the genomic template, and (2) preferential amplification of
one allele (Zhang et al., 1992; Dietmaier et al., 1999). Completeness of coverage is dependent
on the gDNA sequence composition, and persistence of the Taq polymerase. These variables
have led to disparity in results for different laboratories which calls into question the value of the
procedure for embryo genotype characterization. This bias is of significant concern when using
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PEP product as template for polymorphic loci testing in the pre-implantation genetic diagnosis of
embryos.

Improved Primer Extension PCR
In order to mitigate the potential problems with PEP, modifications to the procedure were

implemented in a new protocol, IPEP. The original PEP protocol was changed in two ways
(Dietmaier et al., 1999): First, after the 55°C elongation step, a supplemental elongation step at
68'C for 30 seconds was added to give the polymerase additional time to extend the nascent
strand. Secondly, a combination ofpolymerases was used in lieu of Taq polymerase alone. The
Expand High FidelityTM kit (Boehringer, Manheim, Germany) was utilized which combines Taq
polymerase and Pwo I, a high fidelity proofreading enzyme with 3'-5' proofreading capabilities.
This substitution improved the quality of the newly transcribed template increasing the
usefulness of the IPEP product as template for subsequent PCR reactions.

Studies have shown IPEP to be superior to PEP in terms of template representation when
looking at several single nucleotide polymorphisms (SNP). Varying by three modifications,
IPEP has been shown to be superior to PEP advancing it over PEP as a preferred method of
WGA (Hartmann et al., 1998).

Multiple Strand Displacement
Multiple strand displacement amplification is a highly efficient method of DNA

replication based on the rolling circle amplification (RCA) originally developed for amplifying
large circular DNA templates such as bacteriophage and plasmid DNA (Dean et al., 2002).
Using bacteriophage 029 polymerase, the strand displacement method of RCA was soon
discovered as an efficient process to amplify the linear double stranded DNA of eukaryotic
organisms for the purpose of WGA.

The main advantage of MDA in comparison to PEP and IPEP is it requires no
thermocycling. After a single denaturation step to separate the double stranded genomic DNA,
there are no subsequent denaturation cycles. The MDA protocol also combines annealing and
extension into one step at a low temperature of 30'C which is the optimal temperature at which
the random hexamer primer binds. The random hexamer primer has a 5' thiophosphate
modification which prevents 5'-3' exonuclease activity.
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Figure 1. Series showing Multiple strand displacement. 1. Primers bind. 2/3. Polymerization as new strands are
synthesized. 4. Strands are displaced by newly synthesized strands. 5. New primers bind to newly formed strands

of DNA. 6. Synthesis of new strands firom previously displaced strands. Reprinted from Amersham Biosciences
manual for Genomiphi.TM

Without the 5' modification, enzymatic digestion of the random hexamer would occur
when the polymerase of an upstream growing chain collided with an already bound downstream
primer (Figure 1). An upstream strand which collides into a modified primer can also continue
growth due to displacement of the downstream strand. The displaced regions then act as
templates which allow for primer binding, strand elongation and more displacement. This
"hyperbranching" is a highly efficient process which yielding newly synthesized DNA.

The efficiency of MDA compared to PCR-based WGA's (PEP, IPEP) is significantly
increased due to the high processing provided by the bacteriophage 029 polymerase.
Statistically, the 029 polymerase error rates (5 X 10 67) are appreciably lower than that of Taq
polymerase (5 X 10 6;Mamone, 2003). The 0t)29 polymerase is also unique in that it amplifies 10
kb fragments, has proofreading capabilities (Dean et al., 2002; Patki and Nelson, 2002;
Handyside et al., 2004) and is active at relatively low temperatures (30)C).

Estimation of genome coverage by MDA is as high as 99.82% (Paez et al., 2004).
Further, to determine the success of MDA in terms of genome representation, the number of
SNP's successfully detected by MDA was compared to that detected of unamplified samples.
The success rate of MDA to effectively identify SNP's was determined to by 92.06% vs. 92.93%
for the unamplified sample (Paez et al., 2004). Research suggests that the use of isothermal
WGA will be the universal first step in marking a new era for procedures such as preimplantation
genetic diagnosis which require large amounts of DNA from minute starting quantities
(Handyside et al., 2004).

A. Methodology
A comparative analysis of three methods of whole genome application was performed on

lysates from embryo biopsies. Previously cryopreserved bovine (Bos taurus) embryos were used
for all experiments and embryo biopsy. Embryos were flushed 6 days post-ovulation and
cryopreserved. Straws were removed from liquid nitrogen and held in air for one minute, then
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* placed in a 370C water bath for one minute. Straws were wiped clean and cut on each end with
scissors. The cotton end of the straw was then placed into a 0.10 ml syringe and the plunger
pushed to expel the wash drops and the embryo into a Petri dish. Each embryo was placed in a
0.5 ml drop of I M sucrose for 8 minutes. After 8 minutes, each embryo was placed into a
separate PBS/I 0% DNA-free FBS drop for 8 minutes to hydrate the embryo. At this point, the
embryo was graded by the researcher and prepared for biopsy if deemed viable.

A biopsy dish was prepared by making 10 pl drops of PBS with 10% DNA-free BSA for
each embryo and adding a mineral oil overlay. After an embryo was added to each drop, the dish
was placed under an Eppendorf® (Brinkmann) micromanipulator and 1-5 blastomeres were
removed from each embryo with a 35-micron biopsy needle (Humagen, Norfolk, VA). To
prevent cross contamination of DNA from biopsies, the biopsy needle was rinsed repeatedly with
PBS between embryos and all contents expelled into a separate wash drop. The biopsies were
placed in a 0.5 ml reaction tube with 5 l1 of PBS. Approximately 15 p1l ofproteinase K (.20
mg/ml, in 90% 1X tris, 10% proteinase K) were added and heated to 56°C for one hour for cell
lysis. Inactivation of proteinase K was achieved at 96°C for ten minutes. Lysed biopsies were
then stored at -20 0C.

Methodology for conducting each of the WGA procedures is fully described in Moton-Redding
(2005).

B. Results
The original procedure, PEP, and its improvement, iPEP, both resulted in inconsistent and

* inconclusive results. This is likely due to bias during the initial stages of amplification and/or
lack of consistent amplification throughout the genome. However, the most recent method of
whole genome amplification, multiple displacement amplification (MDA), has been used
successfully in forensic fingerprinting and other tests in which the amount of initial template is
limiting.

Of the three methods of whole genome amplification, PEP and iPEP provided inconsistent
product. The inability to reliably amplify markers off the WGA template from PEP and iPEP
rendered them unusable to uniquely increase DNA. The MDA, on the other hand, appeared to
amplify the template consistently throughout the genome. Seven random Bovine DNA markers
were tested on undiluted MDA product, and all amplified significantly. In addition, the time
required for the MDA procedure was tested. Amplification for less than 12 hours yielded
insufficient product. However, amplification appeared to plateau at 16 hours (see Table 1, and
Figure 2).

Table 1. Spectophotometry readings from different amplification times of MDA samples. MDA sample incubated at
0 hours indicates cell lysate.

MDA sample Dilution OD @ 260 Ratio OD @ Approxiamate
incubation times 260/280 DNA cone. (ftg/dl)

(hours)
16 1/100 0.4158 1.3200 2019
12 1/100 0.37601 1.4173 1880
6 1/10 0.7777 1.6069 889
0 1/10 0.0178 0.9128 9
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500 bp "

Figure 2. MDA product representing different incubation times. 16 hours of incubation (lane 2); 12 hours of
incubation (lane 3); 6 hours of incubation (lane 4); unamplified cell lysate (lane 5). Amplicons are consistent with
Kappa casein primers (443 bp) which were used to demonstrate efficiency and brightness ofbanding. 100 bp
Bioline (MA) Hyperladder IVTM (lane 1).

Looking at the performance of the K-casein locus, almost all WGA systems amplified
with complete success (see Figure 3). Only a single amplification failure occurred for all 14
reactions amplifying the ic-casein locus and it was with the IPEP as template. While all WGA
systems did perform well, the significant amount of DNA streaking in the MDA lanes is
evidence that the MDA is producing more product than the PEP or IPEP. In

500 bp

Figure 3. Amplification of the Kappa casein region using PEP, IPEP and MDA as template. Arrows indicate Kappa
casein amplicon as follows: Purple: PEP (lanes 2, 5, 8, 11); Blue: IPEP (lanes 3, 6, 9,12); Red: MDA (lanes 4, 7,
10, 13). Amplification failure resulted using IPEP template (lane 12). With the exception of lane 7 all lanes using
MDA exhibited significant streaking associated with high amounts MDA product. Blood DNA (lanes 14, 15).
Braces at bottom indicate lysate embryo number. Fisher Scientific (NJ) 100 bp ladder (lane 1).
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. addition, the MDA demonstrates streaking with only 1 pl template opposed to 5 pl for both the
PEP and the IPEP reactions.

500 bp

Figure 4. Amplification of the Sex locus using PEP, IPEP and MDA as template for known male samples. Arrows
indicate Sex locus amplicon as follows: Purple: PEP (lane 2) ; Blue: IPEP (lane 6, 8); Red: MDA (lanes 4, 7, 10,
13). Amplification failure resulted using PEP and IPEP templates (lanes 3, 5, 9, 11, 12). Successful amplification
of sex locus using MDA template was demonstrated in all lanes. Male blood DNA (lane 14) and female blood DNA
(lane 15). Gray arrow indicates a questionable amplicon representing a male in the female blood DNA lane. This
could be due to contamination. Braces at bottom indicate lysate embryo number. Fisher Scientific (NJ) 100 bp
ladder (lane 1).

While the PEP and IPEP both performed relatively well in a side by side comparison with
* the iK-casein locus, amplification of the Sex locus was only marginally successful for PEP and

IPEP (Figure 4). When amplifying the Sex locus off known male WGA product from the same
embryos under the same conditions, failure of PEP and IPEP to produce amplification occurred
frequently. Further, while some lanes produced a questionable band indicating the possibility of
a male, so did the female blood DNA control. While PEP and IPEP did perform poorly when
used as template for the Sex locus, the MDA produced amplicons in every attempt.
Amplification results from the Kappa casein and the Sex locus both suggest the MDA is a much
more reliable method of amplification than the other WGA's tested.

C. Future Work
MDA product must be tested with a greater number of markers to ensure that the entire genome
is amplified uniquely. Several sex determination markers were tested, with varying results. It is
critical that a control be included in the results. Unfortunately, several of the markers do not
have internal controls, thereby leading to improper conclusions. If there is insufficient DNA
template; the test yields a female result by default. This is a potential problem when utilizing
DNA from embryo biopsies. However, when sufficient DNA template is available, the primers
available for the various sex determination genes are excellent. The sex determination test that
offers the greatest opportunity is the ZFX/ZFY test firom the University of Wisconsin. Primers
for the nested PCR reaction are being redesigned such that the test will run in a single reaction,
and will have an internal control.

Implications
* These results are very supportive of the potential to apply the marker-assisted selection to bovine

embryo biopsies, without sufferilng a significant suppression in embryo survivability. As more
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markers are identified (disease resistance, fertility, product quality, etc.), there will be greater
opportunity to decrease production costs, improve product quality and enhance animal health and
resistance to diseases. These improvements will be realized a full year earlier in each production
system by using DNA genotyped embryos. Indeed, the research described is one of the early
steps in developing a new reproduction strategy for producers in which top cows will be
superovulated and flushed to equally top bulls, and embryos will be biopsied, genotyped for
multiple traits, and cryopreserved. The embryos meeting certain genotype requirements would
then be available for placement into recipient cows, sold, or possibly discarded if they do not
hold the genetic complement desired.
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Report Summary

This final report describes the current results of a study on sunlight penetration into the ocean
water at Avila Bay, Ca. As implemented, a series of 10 fiber optic cables are deployed at fixed and
incremental depths below the ocean surface. The submersed end of each fiber points upward,
collecting a sunlight sample at its respective depth. The fibers deliver the light sample to a
spectrometer on the pier surface, which determines the spectral content of the light between 400
and 1200 nm. Continuous and real-time optical properties of the ocean water are derived from this
data. Funding for this project was used for supplies and summer stipends for the PI and three
undergraduate students.

Introduction and Project Significance

The initial reason for studying sunlight penetration in the ocean water was to optically track
phytoplankton activity at Avila Bay, CA, an effort which is ongoing. Phytoplankton are known to
absorb strongly at 440 nm, so it is hoped that tracking intensity fluctuations of this wavelength in
the ocean, phytoplankton activity could be deduced. Work on this hypothesis is ongoing, and
many other research possibilities from this work have become apparent. The location of this
project, at Avila Bay, Ca (city: Avila Beach, Ca, 93424, USA see
http://maps.google.com/maps?oi=map&q=Avila+Beach,+CA) was chosen since Cal Poly operates
a pier/research facility in this Bay, about 20 minutes from campus. The pier extends 1 km due-
South from the coast allowing for easy access to a 10 m column of open ocean water. The existing
apparatus, currently deployed at this pier, can obtain a real-time optical map of a vertical column
of ocean Water. The "optical map" here is knowledge of discrete wavelength intensities, between
400 and 700 nm, at multiple depths below the ocean surface. The real-time sensing of this project
means the wavelength range is continuously sampled by computer, and is able to visit multiple
depths in seconds. A project website, including links to "live" data and images is available at
http://atom.physics.calpoly.edu/Marine/FiberArray/.

Apart from phytoplankton monitoring, work is also being done on:

Harmful Algal Blooms. "Red tides" and harmful algal blooms (HABs) are consequences of
phytoplankton colonies with out-of-control growth. Potent neuro-toxins released by some
species can affect the sea-based food-chain. As of June 5, 2005, a HAB has halted the shellfish
industry in the New England coasts. Red tides, which occur often during the summer months in
Avila Bay, will be monitored and detected using this apparatus. Optically, the reddish sea-color
indicates strong reflection of the ocean of red-wavelengths (650 nm and higher), meaning the
same wavelengths will appear at decreased intensities for transmitted light. This work will
attempt to correlate visual ocean appearance before, during and after HAB conditions, by
monitoring transmitted sunlight into the ocean. It is hoped an optical signature of a pending
HAB will be found.

Attenuation Coefficients. The extinction rate with depth of a given wavelength is still a
fundamental optical parameter of the ocean. Compiling an ongoing database of such
coefficients can lead to a better understanding of the degradation of a light signal as is travels
under the ocean surface. This has importance in the areas of underwater photography, or
underwater light detection (instances where light signals must travel through the ocean water,
on route to a detector). The Navy would be interested in ongoing measurements of attenuation
coefficients to supplement LIDAR measurements performed over ocean water.

Trends in sediment transport Near-coastal waters, such as those at our monitoring point, often
appear brown and muddy, as large particulates are being circulated with the ocean waters. Large
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particulates would represent a significant decrease in transmitted light intensity across all
wavelengths. Large particulates scatter down-welling light out of the beam in equal proportions
at all wavelengths. This can be monitored with our apparatus, in the form of random deviations
from exponential attenuation across all wavelengths, as random concentrations of particulates
move into and out of the down-welling light beam. Such sediment transport can result in the
formation of Nepheloid layers, which are areas of concentrated particles, parallel to the ocean
surface. Such layers frequently yield false signals in LIDAR-based bathyemtric studies. The
Navy might be interested in some form of characterization of these layers to correct LIDAR
measurements.

With the apparatus successfully deployed and operations, the above describe work is currently
ongoing.

Work Progress Summary

The work completed on this project between 6/2004 and 6/2005 is detailed here. Note that this
work was completed by PI T. Bensky in the Physics Department and three undergraduate physics
majors: Dov Rohan, Grant Gallagher, and Darren Fraser. Darren and Dov will both derive their
senior project work from this project, which is required for graduation from Cal Poly.

The core submersible apparatus is shown here.
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Figure 1: The core
apparatus shown during a
launch into the ocean

The structure is 25-feet in length, and was made entirely from from 1-inch-diameter copper pipe.
The structure consists of two primary parts. The first is the core-support structure, consisting of a
25-foot vertical section of pipe. At the top is a perpendicular cross-piece about 4 feet long, whose
ends are attached to ropes, securely binding the apparatus to the pier itself. When submersed, the
entire structure floats under the buoy (see Figure 1), to hold it at a constant depth relative to the
approximate 6-foot tides at Avila Bay. The two attachment ropes are kept taut, preventing the
apparatus from rotating. A lead weight is attached to the deep-end of the apparatus, to help in
stabilizing the apparatus in a vertical orientation. Attached to the pier itself, and parallel to the
ocean surface are two 20-foot sections of 3/4-inch galvanized pipe. These are used to support and
hold the floating apparatus at a fixed distance from the pier, in order to avoid shadows cast by the
pier and to avoid the structure becoming entangled with the pier substructure. At exponentially
increasing lengths along the 25-foot vertical section are "arms" of increasing length, which
hold the fiber optic cables in an upward pointing orientation to collect light samples. The fibers are
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* routed inside of the copper pipe.

Fiber routing. A total of 13, 1000 micro-meter diameter fiber optic cables were cut to
approximately 145 feet. This length includes 25 feet from the pier surface to the ocean surface,
plus length for a fiber to extend to a maximum depth of approximately 30 feet. The remaining 90-
foot length was needed to route the fibers into a storage-shed on the pier, which houses the
computer and data acquisition instruments. The fibers were all cut to an identical length to remove
any ambiguity that might arise concerning the attenuation of light as it passes through different
lengths of cable. The fibers emerging from the copper structure were all woven into 3/4-inch
clear, thick-walled Tygon tubing. This keeps the individual fibers from becoming entangled, and
provides a strong layer of protection as the fibers run from the apparatus, up to the pier, then along
the pier surface and into the storage shed for data acquisition. In all, 10 fibers are pointed up, one
points down at the deepest point (to capture ocean-bottom reflection data), there is a redundant
upward fiber for later cross-checking of light intensity, and a final fiber pointing straight up at the
sky (in the air), to capture total incident light intensity upon the ocean surface.

Data Acquisition. Once inside the storage-shed, the 13 fibers are connected to a 16-to-I fiber optic
multiplexer, shown in Figure 2. The multiplexer allows for automatic selection of any one of the
13 fibers to feed the input line to the light spectrometer (shown in Figure 2 on top of the
multiplexer). The spectrometer analyzes the incoming light and decomposes it into intensity of
light received at a particular wavelength, between 200 and 1200 nm, in increments of 1 nm.

Figure 2: The 16-to-1 fiber optic
multiplexer, accepting input from 13
incoming fibers.

Automated Data Acquisition. With the fibers connected to the multiplexer-spectrometer pair, data
acquisition can begin. Custom software written in the C++ language by T. Bensky does the
following. First it selects fiber N, where N is a number between 1 and 13, representing which fiber
is to be read. The multiplexer is controlled by sending ASCII commands to it via the serial port.
With an appropriate fiber selected, the software instructs the spectrometer to read and process the
incoming light signal. The spectrometer is USB-based, and custom drivers had to be written to
acquire the intensity versus wavelength data from the spectrometer, in the automated fashion
desired. The spectra is saved to the hard drive and the process is repeated for the next fiber. All 13
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fibers are sampled and read in approximately 20 seconds, and entire process is repeated every 15
minutes. A raw data plot generated by the software after a typical fiber-sampling session is shown S
in Figure 3. Each curve in this Figure represents the light spectra read from each fiber. The
differing amplitudes of each curve are part of the science under investigation. The software
normalizes all curves to be equal in amplitude before the apparatus is submersed. The C++
software is up to approximately 1,000 lines of C++ code (and growing).
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Figure 3: A sample data overview. Each
curve represents the spectra obtained from
an individual fiber.

Computer/serverconfiguration. A "recycled" 266 MHz PC with 64 Megabytes of RAM running
the Linux operating system is the core data acquisition computer. The decision was made to go
with Linux for stability and adaptability to older PCs. Also, software costs needed to be kept to an
absolute minimum. Since custom software was needed, the many programming tools Linux offers
could be used, and it was desired that the computer be networked and run its own web server so
data and up-to-the-minute status information could be retrieved. The server has been configured in
this way, and is the one actually serving up the "live"" data feeds at the site
http://benskypier.marine.calpoly.edu. The live, networked computer also permits software
modifications and data retrieval from the Cal Poly campus, eliminating the need to physically go to
the pier to access the acquired data.

Ourevaluation of this project at this point in time is that the entire system is stable and operational.
A sense of the device's operation, including its response to the harsh ocean conditions (fouling)
and the type of data that is collected is becoming clear, as is what science this apparatus will
deliver. During the summer/academic year 2005, a careful and systematic delve into data
observation and analysis is planned.
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. Near-term work

The priority phenomena for the next few months is to optically classify the build up, existence,
then decay of a "red tide" or "harmful algal bloom" (HAB), as mentioned in the introduction. This
happens frequently during the summer months in Avila Bay, and this project is on track to
optically capture these events.

Bottom reflection monitoring. The Navy expends considerable effort in ocean bathyemtric
measurements. Their measurements involve reflecting high-powered laser pulses from the bottom
of the ocean, in order to map the under-sea terrain. The signal to noise ratio in these measurements
depends crucially on the amount of light reflected from the ocean floor. Using this apparatus, the
ratio between the signals obtained from the downward- and upward-looking fibers will allow for
continuous monitoring of light intensity reflected from the ocean floor.

Attenuation Coefficients. Attenuation coefficients across the visible spectrum are natural
parameters to extract from the acquired data, as discussed. The Navy is interested in such
parameter for reasons involving underwater visualization, as in photography or other types of sub-
surface imaging. I

Chlorophyll fluorescence. The stimulated fluorescence of Chlorophyll discussed in above, in
addition to rote tracking of sunlight absorption at 440 nm, will allow for both active and passive
monitoring of phytoplankton activity.

Wavelength history. A measurement we have dubbed "wavelength history" will serve as a unique
long-term optical look at the ocean. By this, it is meant that the intensity of an individual
wavelength, can be viewed, as a function of time and depth. For example, the ocean usually

* appears green, indicating that green wavelengths (near 532 nm) are not readily absorbed by the
ocean water. Tracking the intensity of this wavelength as a function of time would serve as a
overall "green-ness" ocean color indicator.

As an example, the device has been instructed to track the light intensity at 440 nm. This
wavelength is important because phytoplankton in the ocean water absorb strongly at this
wavelength. It is our hypothesis here that tracking this wavelength might yield clues as to the
concentration of phytoplankton at various depths in the sampled water column. A 1.5-month-long
data set is shown in Figure 4.
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Figure 4: Intensity of 440 nm light as a function of depth.

This graph extends from 2005-06-11 to 2005-07-30. The peaks come at 24-hour intervals and
occur approximately at noon each day. Data from 6/25 and onward is considered reliable. The gap
near 7/16 was due to a power outage at the pier. From this data we observe that between 6/25 and
7/09, the intensity of 440 rnm was most intense at 4.3 feet below the water. This corresponds to a
month of strong winds over much of the day, mixing the water. The data from 7/16 and onward
corresponds, to a period of much calmer days with less water mixing due to the wind. Work is
underway to correlate with and water mixing and penetration of 440 nm light and how that m-ight
lead to observation of phytoplankton activity.

Total light field. By computing the area under each curve in a basic data sample shown in Figure
3, the "total light field" at a given depth can be determined. Intuitively, one might expect a very
simple trend: a maximum of light at the shallowest fiber and a minimum of light at the deepest
fiber, with the total light field decreasing between the two. We have never observed this trend to
'be true. Figure 5 shows the integrated light field derived from Figure 3.

Frequently, the light field at the shallowest fiber is systematically less than that at neighboring and
deeper fibers. In this case, the water is "brightest" 'nearly 10 feet under the surface. Our initial
hypothesis is that lensing due to the water is playing a role. This will be investigated further,
which would be of interest to anyone involved with collecting light under the ocean (underwater
imaging, cameras, etc.).
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Figure 5: Total light field as a function of depth,
as derived from Figure 3, by integrating under
each curve in Figure 3.

We are also able to take the "average depth" of Figure 5, revealing the average depth at which
most light intensity appears to exists. Visually, this average would answer the following question:
at what depth would one draw a vertical line on Figure 5 that was at "center of mass" of the bars?
This is performed at each acquisition run. A sample plot is shown in here in Figure 6.
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This data was extracted from a random time frame taken during June 2005. The tick marks on the
x-axis are time, in increments of 20 hours. The large groups of spikes that extend vertically off of
the top and bottom of the graph are to be disregarded. They were taken by the software during
night-time hours, where there is no clearly defined average depth where a maximum amount of
light appears. Between these groups of large spikes are distinct curves, appearing somewhat
consistent from day to day. The maximum brightness appears at 8 feet below the surface, rising
quickly to nearly 7 feet, before retreating back to 8 feet before darkness sets in once again.
Although this represents an overall shift of only one foot, the trend is clearly systematic; there may
very well be fine-scale trends in downwelling light penetration through the ocean. Analysis of this
effect is on going.

Summary of Technical Challenges Overcome

At the onset of this project, it wasn't entirely clear how to deploy any such instrument from the Cal
Poly pier at Avila Bay. Problems involving corrosion, bad weather, equipment theft, deployment,
retrieval, maintenance procedures, and extreme instrument fouling have all plagued this effort. As
of this writing however, these problems have been largely overcome. The entire instrument design
and implementation is now operating in a stable manner, and since February 2005, has been
deployed for increasing longer periods of time. As of August 1 st 2005, the instrument has
completed 73 days of continuous deployment and operation. Careful monitoring of incoming data,
as initially proposed, is ongoing. The PI intends on seeking additional funding for this work for
three primary reasons:
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I. Project maintenance and longevity. The harshness of the marine environment on a submersed
instrument requires higher levels of maintenance than for work done in a controlled (indoor)
laboratory environment.

II. Optical monitoring enhancement. Two limitations of this instrument have become apparent
during this work.

1. The apparatus passively monitors sun-light penetration into the ocean. Through a minor
modification, the device could actively retrieve optical properties of the ocean by
stimulating and collecting under-sea fluorescent signals.

2. The second is a limitation due to the quality of the fibers currently in use. If higher
quality optical fibers could be added to the system, a valuable "cross-check" could be
applied to incoming data.

11. Undergraduate Student Research Stipends. Undergraduate students appear to be very
enthusiastic about working on oceanographic research projects the pier. The work is very active,
has a good mix of laboratory and out-of-doors work, and they seem to relate well to the purpose of
studying the ocean with an emphasis on physics and optics.

Conclusions

In sum, we have deployed a "home-built" instrument that allows for the study of sun-light
penetration into the ocean water. There is an abundance of data incoming from this device and we

* are only beginning a systematic study it. Several preliminary trends have already been identified.
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Abstract
This report summarizes the work completed in the first year of this long term research effort
funded by the C3RP. In this work the focus was on developing a sensor system that meets the
broad description of a human sensor while also meeting the specific applications of pre-crash
detection, pedestrian safety and military sensing. The work consisted of a literature search,
sensor acquisition, sensor testing, and algorithm development. The project was very successful
meeting the stated objectives. Three sensors were identified as good candidates: ultrasonic,
RADAR and LIDAR. Commercially available samples of each were acquired, instrumented and
tested. Algorithms were developed to read the sensor raw data and compute telemetry data.

An additional objective of this project was to foster learning and research at Cal Poly. This was
accomplished by involving students from many different levels and backgrounds. The project
resulted in two technical papers submitted for publication, many industry contacts, equipment
donations, several proposals for external funding and support for students and faculty.
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Introduction
Improving vehicle occupant safety has been an increasingly important area of study since the
mid 1960's. Initially this work was centered on controlling post impact occupant dynamics
through the use of structural modifications, crush zones, seatbelts, and airbags. These methods
have been successful however there is still potential for improvement. The next leap forward in
occupant safety is pre-crash sensing. Figure 1 demonstrates some possible safety benefits of pre-
crash sensing. Current vehicles do not have any means of anticipating a crash. In the short time
frame (approximately 10-20 milliseconds) after a crash is detected by mechanical or electronic
sensors the options for deploying safety technologies is limited. Currently airbags are deployed
approximately 10 - 20 ms after impact and must be inflated rapidly so that they are in place to
protect the passenger. If the crash could be anticipated, then additional time would be available
to deploy new safety technologies (e.g. audible alarms, seatbelt pre-tensioners, automatic door
locking, seat stiffeners, seat position control, automatic window closing, slower airbag inflation
rates, and automated braking). The result would be increased vehicle crash survival rates. In
addition, pre-crash detection will reduce the incidence of unnecessary airbag deployment.
Studies show that unnecessary airbag deployment can cause greater injuries than a minor crash
would cause (Jones 2002).
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Figure 1: Timelines for collisions with and without pre-crash sensing

External sensors are now being adopted into passenger vehicles--reducing the costs and
enlarging consumer acceptance. Ultrasonic sensors are used today as parking aids on vehicles
with large blind spots, infrared sensors have been used to aid vision at night and radars are used
in adaptive cruise control (ACC) systems to maintain safe following distance when cruise control
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* is active. These sensors are used in a passive sense and not used to actively avoid or aid in a
crash event. However it has been proposed that they could be integrated with intelligent real-
time algorithms to do so.

Another related topic is pedestrian safety. Passive pedestrian safety technologies are currently
being implemented on vehicles throughout Europe and Japan. New technologies such as softer
bumpers, energy-absorbing hoods/fenders, and crushable wiper spindles offer some reduction of
pedestrian injuries should an accident occur. However, these new technologies will only achieve
a slight reduction in pedestrian injuries and fatalities, even though they are costly and require
extensive compromises in vehicle packaging and reductions in other areas of vehicle
performance to implement. Significant reductions in injuries and fatalities will require the
implementation of dynamic or active systems such as external airbags and accident avoidance
technologies (e.g. pre-crash braking). Pre-crash sensing is a prerequisite for implementing these
more advanced countermeasures, and is therefore a critical technology for delivering any
significant improvement in pedestrian safety. In fact, the development of a robust, reliable, cost
effective sensing system is a key prerequisite for delivery of most advanced safety
countermeasures.

The area of personnel sensing is also of interest in military traditional battle settings, urban battle
scenarios, terrorist tracking and identification and police surveillance. There is some crossover
interest in remote sensing for weather and geological mapping. The Office of Naval Research is
interested in Electro-Optical (EO)/Infrared (IR) Sensor Processing and defines this subject as:
"Detect, classify/identify, and localize/geolocate air, sea-surface, and ground targets by

* improving the performance of the signal and image processing techniques associated with
electro-optical (EO) and infrared (IR) sensors (passive and active) that operate from the visible
through longwave infrared bands."

In this work the focus was on developing a sensor system that meets the broad description of a
human sensor while also meeting the specific applications of pre-crash detection, pedestrian
safety and military sensing.

Summary of Work Completed
This section describes in detail the activities completed during the year funded by C3RP.

Literature review
A literature review was conducted to find previous work and understand the state of the art. It
was found that this area of work is new and there is good potential for contribution to the
academic understanding of the topic and for external funding by industry and or private and
government agencies.

A short list of relevant publications collected follows.
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Table 1: Relevant SAE (Society of Automotive Engineers) Papers

Title Authors SAE Paper No. Date
The computation of airbag deployment times Marc Theisen
withthe helputa of ar-rash dpormeatims Sybille Eisele 2002-01-0192 03-04-2002
with the help of pre-crash information Michael Rolleke

Crash sensors for inflatable occupant restraint E. Pujdowski 720420 05-22-1972
systems

David Breed
A complete frontal crash sensor system W. Thomas Sanders 930650 03-01-1993

Vittorio Castelli
Investigation of sensor requirements and William R. Swihart 950347 02-27-1995
expected benefits of predictive crash sensing Albert F. Lawrence
Crash sensor basic requirements Trevor 0. Jones 720419 05-22-1972

_______________________________Oliver T. McCarter7249 0--1 2
Tradeoffs and testing for frontal crash sensing Tony Gioutsos 932911 10-25-1993
systems Ed Gillis

Trevor 0. Jones
Comparative analysis of crash sensors Oliver T. McCarter 720035 01-10-1972

Robert N. Oglesby
Application of radar for automotive crash Christopher L. 870496 02-23-1987
avoidance Lichtenberg

Lisa Hamilton
The role of vision sensors in future intelligent Lawrence Humm 2001-01-2517 08-20-2001
vehicles Michele Daniels

Huan Yen
Peter M. Knoll

Predictive safety systems - steps toward Bemd-Josef Schaefer
collisincitisafetin sHans Guettler 2004-01-1111 03-08-2004
collision mitigation Michael Bunse

Rainer Kallenbach
Sensing in the ultimately safe vehicle Randy Frank 2004-21-0055 10-18-2004
An ultrasonic proximity system for automobile Kert L. Cartwright 920393 02-24-1992
collision avoidance Gopi R. Jindal
Application of ultrasonic technology to obstacle James R. Cherry 952617 11-13-1995
detection
Collision warning 1-105-3-86 03-01-1997

Analysis of lane change crash avoidance Josd L. Bascufiana 951895 08-07-1995
Kwaku 0. Prakah-

Obstacle state estimation for imminent crash Asante
prediction and countermeasure deployment Mike K. Rao 2003-01-2261 06-23-2003
decision-making Gary S. Strumolo

Gavrila, D.M. "Sensor-Based Pedestrian Protection," IEEE Intelligent Systems, Vol. 16, No. 6,

November/December 2001.

Jones, Robert C., 2002, "Technologies for Static Airbag Suppression Systems", 6th International
Symposium and Exhibition on Sophisticated Car Occupant Safety Systems, Karlsruhe,
December 2-4, 2002.

Lyons, C. T. and Taskin, I., 2000, "A low-cost MMIC based radar sensor for frontal, side or rear
automotive anticipatory pre-crash sensing applications," IEEE Intelligent Vehicles
Symposium, The Ritz-Carlton Hotel, Dearborn, MI, USA.
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National Highway Traffic Safety Administration, "Traffic Safety Facts 2003," http://www-.
nrd.nhtsa.dot.gov/pdf/nrd-30/NCSA/TSFAnn/2003HTMLTSF/TSF2003.HTM, 2005.

Spies, Hohenwart, D., 2002, "What is Achievable Today and in the Near Future? - Overview on
Technologies: Radar, Video, IR," 6th International Symposium and Exhibition on
Sophisticated Car Occupant Safety Systems, Karlsruhe, December 2-4, 2002.

Zhao and C. Thorpe, Carnegie Mellon University's NavLab, "Stereo- and Neural Network-
Based Pedestrian Detection," IEEE Trans. Intelligent Transportation Systems, vol. 1, no. 3,.
Nov. 2000, pp. 148-154.

Industry Contacts
In addition to collecting data on sensors, contact was initiated with a number of automotive
safety and sensor equipment companies. A list of the most important contacts is provided.
"* Ford

o Birdsong visited Srini Sundararajan at Ford Research Laboratory to discuss the topic
of human sensing for pedestrian safety and pre-crash detection. Srini also sponsored
a Ford University Research Program grant by Schuster and Birdsong.

" Delphi
"o Based on Ford suggestions, contact was initiated with Michael Ray
"o Donated an active cruise control radar and a backup assist radar

" BGM Engineering Inc
"o Small business in Michigan developing automotive safety-related technologies.
"o Joe Mazur provided input on the topic of bi-static radarS o This contact lead to a NSF STTR proposal between BGM, Schuster and Birdsong to

develop bi-static sensor for pre-crash sensing.
" Innovative Survivability Technologies (IST)

"o Small business in Goleta, California, developing military survivability technology.
"o Birdsong and Schuster met with the company president and other executives to

discuss cooperation with Cal Poly on related topics.
"o Plan to jointly submit a U.S. Army proposal for technology development.

Proposal submitted to Ford Motor Company
Schuster and Birdsong submitted a proposal to the Ford University Research Program (URP)
titled, "Development and assessment of cost effective pedestrian pre-crash sensing and
discrimination system." This program requires matching funds from a specific department
within Ford. The proposal was sponsored by Ford Research Laboratory's Active Safety
Department. The URP was significantly scaled back this year and the proposal was not funded.

Proposal submitted to National Science Foundation
Building on the work completed in this project, Schuster and Birdsong prepared and submitted a
National Science Foundation Small Business Technology Transfer (STTR) project proposal with
BGM Engineering. This proposal was titled, "Integrating a Bi-Static Radar into a
Vehicle Pre-Crash Sensing System," and focuses on the baseline testing and algorithm
development required to determine the viability of reduced-cost bi-static radar for this

* application. The proposal is under review.
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Sensor review and comparison
A literature review identified a large array of possible sensors to be evaluated for use in this
application. The table below summarizes the various sensors considered.

Table 2: Comparison Matrix of Current Sensor Technologies
Ultrasonic LIDAR RADAR Bi-Static Vision Active Passive

RADAR Infrared Infrared

Low High High Medium Low Low Low
Cost
Computation Low High Medium Medium High Low Low
Overhead
Range 3m 5m to lm to 150m 7m Line of sight

150m
Operating Clear Normal to Normal to Clear
Conditions visibility heavy rain or heavy rain visibility

to 150m snow or snow
Commercially Yes Yes Yes No Yes Yes Yes
Available
Industry High None Some None None None None
Acceptance
Accuracy ±0.05m ±0.3m ±1.0m NA
Update 40Hz 400Hz 10Hz <30Hz
Frequency
Potential for Low Some Low Low High None Low
Object
Discrimination
Detection Distance Distance, Distance, Distance Distance, Presence Presence
Capabilities speed, speed, power speed,

geometry geometry,
object class

data
Target Size Basketball Motorcycles Varies with

and larger distance

The primary goal of this system is to detect objects and gather telemetry information from them.
A secondary goal is to collect classification data about the objects that have been identified as a
threat. While there is any number of sensor combinations, sensors must be selected based not
only on performance but also cost, availability, acceptance and maturity. To this end the
following three sensors were selected as good candidates for further investigation: Radar,
Ultrasonic, and LIDAR.

The radar was chosen because it gathers the most telemetry information under the widest range
of environmental conditions at the highest frequency. Radars are one of the most expensive
sensors available; however, since they are an integral part of ACC systems that are now
becoming popular on commercial and luxury vehicles the incremental cost of adding this to the
system is lowered.

The scanning laser or LIDAR is selected to be a complement to the radar. While current systems
do not sample as fast as the radar they provide additional information. They provide some
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indication of object geometry and can be used to predict how the vehicle will deform during the
impact. When used in combination with the radar the system should be able to determine when
there is a fault and indicate this to the vehicle operator. There is the possibility of object
discrimination based on the type of signal from each sensor. Figure 5 shows one possible
coverage region for a scanning LIDAR. Note that a scanning LIDAR could be designed to have
an arbitrary coverage angle.

The ultrasonic sensor was selected since these sensors are in common use on vehicles today, they
are inexpensive, and they cover an area directly in front of the vehicle that is not commonly
covered by other available sensors. The region that they do cover is possibly the most important
as it is where the data has the highest degree of validity and the prediction of an impact is most
reliable. Figure 6 shows the portion of the region of interest covered by Ultrasonic sensors.

Sensor acquisition
Initially effort was made to develop industry contacts and attempt to get sensors donated in
exchange for access to the technical reports and test results. This was successful for the RADAR
systems from Delphi. Other sensors were purchased from the C3RP equipment budget. The
following sensors were acquired for evaluation:

Table 3: Sensors Acquired for Testing

Sensor Source Cost
Active Cruise Control RADAR Delphi Donation (-$2000)
Backup Assist RADAR Delphi Donation (-$1000)
Laser Range Finder MDL (Measurement $2000

Devices, Ltd)
Ultrasonic Range Finder Hobby Engineering $50
Backup Ultrasonic Sensor ??? ???
Ultrasonic Range Finder Home Depot $50
String Potentiometer Space Age Controls $500

Sensor characterization
A major component of this project was developing a uniform lab test protocol for evaluating a
sensor's performance. This was critical since published data on sensors reports performance
only in specific tests, often not relevant to the task of pre-crash detection. This section describes
the procedures for testing the various sensor sub-systems associated with the pre-crash sensing
system. Note that because of the method of sensor fusion used on this project some of the
sensors will fail certain parts of the test. This is by design, as it is the system as a whole that-
after integrating the data all of the data from the various external sensors-makes decisions
about object location and threat level.

Terms Defined
Clean background: A clean background refers to the environment in which a test takes place.
This is not intended to represent a real world test environment, but rather a background that
introduces no signal when an object of interest is not present. This will vary for each sensor sub-
system, and should be noted with any data collected for that sensor.
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Barrier Object: This is target that is intended to represent the barriers that divide the directions
of traffic on freeways. This object is defined as a metal divider mounted on wooden stakes.

Pedestrian Object: This is a test target that is intended to represent a human. This is a randomly
selected member of the team.

Point Obiect: This is a test target that is intended to represent a light post, fire hydrant, or similar
object. It shall be defined as a four foot long 6" steel pipe mounted vertically.

Vehicle Obiect: This is a test target that is intended to represent other vehicles that the system
might see. This shall be a bumper mounted such that its base is no less than 16" from the ground
and its top is no more than 30" from the ground.

1 Static Tests
These tests determine the sensor sub-systems ability to detect object the object of interest with
and without background objects.

1.1 Single Object Tests

1.1.1 In Lane Test

Test Targets: vehicle, pedestrian and point

Place the target directly in front of the sensor, if there are more than one sensors then place the
target at the location that would represent the mid-point of the front of the vehicle, at a distance
of 0.25m. Increase the distance from the sensor to the target in increments of 0.25m until there is
no reading from the sensor or until the object is 30m away, taking reading from the sensor at
each location.

For targets other than the vehicle and barrier repeat the above procedure with the target placed
0.3m and 0.6m to the right of the centerline of the vehicle, if the sensor is not expected to give
symmetric results also repeat with the target placed 0.3m and 0.6m to the left of the centerline of
the vehicle.

1.1.2 Out of Lane Test
Test Targets: vehicle, pedestrian and point

This test is only to be performed if the sensor system in question has a range and sensing angle
such that it would detect objects outside the lane of travel. In the U.S., automobile travel lanes
are between 3.05m and 3.35m wide.

Again using a clean background place the target 3.1 m to the right of the vehicle centerline at a
distance of 0.25m, or the minimum distance for which there is signal, from the plane that extends
out from the front of the vehicle. Increase the distance from the baseline in increments of 0.25m
until the target is 30m from the baseline or there is no signal from the sensor.

1.2 Multiple Object Tests

These tests are intended to determine the sensor's ability to differentiate between the target and
other objects.

1.2.1 Fixed Targets
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Test Targets: vehicle and pedestrian

Clutter Targets: barrier and point

For this test use a clean background and simulate real world clutter using one of the clutter
targets. Place the test target at the mid-point of the vehicle at a distance of 0.25m from the front
of the vehicle. Place the clutter target 1.75m to the right of the simulated vehicle at a distance of
2m from the front of the vehicle. Increase the distance between the test target and the vehicle
until it reaches 30m or there is no reading from the sensor. For test targets other than the vehicle
repeat for test target locations 0.3m and 0.6m to the right and left of the centerline of the vehicle.
If the sensor is not expected to give symmetric results repeat with the clutter object placed on the
left side of the vehicle.

1.2.2 Moving Targets

Test Targets: vehicle and pedestrian

Clutter Targets: vehicle and pedestrian

For this test use a clean background and simulate real world clutter using one of the clutter
targets. Place the test target at the mid-point of the vehicle at a distance of 0.25m from the front
of the vehicle. Place the clutter target 3.2m to the right of the simulated vehicle at a distance of
2m from the front of the vehicle. Increase the distance between the test target and the vehicle
until it reaches 30m or there is no reading from the sensor. For test targets other than the vehicle
repeat for test target locations 0.3m and 0.6m to the right and left of the centerline of the vehicle.

Repeat with the clutter target at a distance of 4m and 6m. If the sensor is not expected to give
symmetric results repeat with the clutter object placed on the left side of the vehicle.

2 Shake Table Tests
These testes are intended to give an indication of sensor performance when the vehicle it is
mounted to vibrates.

2.1 Single object tests

2.1.1 In Lane Test

Test Targets: vehicle, pedestrian and point

Set the sensor portion of the sensor sub-system on a shake table whose displacement is driven by
a sine wave.

Place the target directly in front of the sensor, if there are more than one sensors then place the
target at the location that would represent the mid-point of the front of the vehicle, at a distance
of 0.25m. Increase the distance from the sensor to the target in increments of 0.25m until there is
no reading from the sensor or until the object is 30m away, taking data from the sensor at each
location. At each location determine the maximum displace at which the sensor reading is
deviates by no more than 5% of it's nominal reading or 15cm peak displacement.

For targets other than the vehicle and barrier repeat the above procedure with the target placed
0.3m and 0.6m to the right of the centerline of the vehicle, if the sensor is not expected to give

* symmetric results also repeat with the target placed 0.3m and 0.6m to the left of the centerline of
the vehicle.
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2.1.2 Out of Lane Test

Test Targets: vehicle, pedestrian and point

Set the sensor portion of the sensor sub-system on a shake table whose displacement is driven by
a sine wave.

This test is only to be performed is the sensor system in question has a range and sensing angle
such that it would detect objects outside the lane of travel, in the United States automobile travel
lanes are between 3.05m and 3.35m wide.

Again using a clean background place the target 3.1 m to the right of the vehicle centerline at a
distance of 0.25m, or the minimum distance for which there is signal, from the plane that extends
out from the front of the vehicle. Increase the distance from the baseline in increments of 0.25m
until the target is 30m from the baseline or there is no signal from the sensor, taking data from
the sensor at each location. At each location determine the maximum displace at which the
sensor reading is deviates by no more than 5% of it's nominal reading or 15cm peak
displacement.

2.2 Multiple Object Tests
These tests are intended to determine the sensor's ability to differentiate between the target and
other objects.

2.2.1 Fixed Targets
Test Targets: vehicle and pedestrian

Clutter Targets: barrier and point

Set the sensor portion of the sensor sub-system on a shake table whose displacement is driven by
a sine wave.

For this test use a clean background and simulate real world clutter using one of the clutter
targets. Place the test target at the mid-point of the vehicle at a distance of 0.25m from the front
of the vehicle. Place the clutter target 1.75m to the right of the simulated vehicle at a distance of
2m from the front of the vehicle. Increase the distance between the test target and the vehicle
until it reaches 30m or there is no reading from the sensor, taking data from the sensor at each
location. At each location determine the maximum displace at which the sensor reading is
deviates by no more than 5% of it's nominal reading or 15cm peak displacement. For test targets
other than the vehicle repeat for test target locations 0.3m and 0.6m to the right and left of the
centerline of the vehicle. If the sensor is not expected to give symmetric results repeat with the
clutter object placed on the left side of the vehicle.

2.2.2 Moving Targets

Test Targets: vehicle and pedestrian

Clutter Targets: vehicle and pedestrian

Set the sensor portion of the sensor sub-system on a shake table whose displacement is driven by
a sine wave.

For this test use a clean background and simulate real world clutter using one of the clutter
targets. Place the test target at the mid-point of the vehicle at a distance of 0.25m from the front
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of the vehicle. Place the clutter target 3.2m to the right of the simulated vehicle at a distance of
2m from the front of the vehicle. Increase the distance between the test target and the vehicle
until it reaches 30m or there is no reading from the sensor, taking data from the sensor at each
location. At each location determine the maximum displace at which the sensor reading is
deviates by no more than 5% of it's nominal reading or 15cm peak displacement. For test targets
other than the vehicle repeat for test target locations 0.3m and 0.6m to the right and left of the
centerline of the vehicle.

Repeat with the clutter target at a distance of 4m and 6m. If the sensor is not expected to give
symmetric results repeat with the clutter object placed on the left side of the vehicle.

Technical Paper Publications
The following two papers have been submitted to Society of Automotive Engineers.

"Evaluation of Cost Effective Sensor Combinations for a Vehicle Pre-crash Detection System,"
John Carlin, Charles Birdsong, Peter Schuster, William Thompson, Daniel Kawano [Paper
under review]

The future of vehicle safety will benefit greatly from pre-crash detection - the
ability of a motor vehicle to predict the occurrence of an accident before it occurs.
There are many different sensor technologies currently available for pre-crash
detection. However no single sensor technology has demonstrated enough
information gathering capability within the cost constraints of vehicle
manufacturers to be used as a stand alone device. A proposed solution consists of
combining information from multiple sensors in an intelligent computer algorithm
to determine accurate pre-crash information. In this paper, a list of sensors
currently available on motor vehicles and those that show promise for future
development is presented. These sensors are then evaluated based on cost,
information gathering capability and other factors. Cost sensitivity is lower in
large commercial vehicles than in personal vehicles due to their higher initial cost
and longer life span making them a good candidate for early adoption of such a
system. This work forms the basis for ongoing research in developing an
integrated object detection and avoidance pre-crash detection system.

"Test Methods and Results for Sensors in a Pre-Crash Detection System," Charles Birdsong,
Peter Schuster, John Carlin, Daniel Kawano, William Thompson [abstract accepted]

Automobile safety can be improved by anticipating a crash before it occurs and
thereby providing additional time to deploy safety technologies. This requires an
accurate, fast and robust pre-crash sensor that measures telemetry, discriminates
between classes of objects over a range of conditions, has sufficient range and
area of coverage surrounding the vehicle. The sensor must be combined with an
algorithm that integrates data to identify threat levels. No one sensor provides
adequate information to meet these diverse and demanding requirements.
However the requirements can be met with an optimal combination of multiple
types of sensors. Previous work considered criteria for evaluating various sensors
to find an optimal combination. This work presents test methods and results for a
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set of sensors proposed for use in a pre-crash detection system. The test methods
include static and dynamic telemetry testing to identify the range, accuracy,
reliability and operating conditions for each sensor. Each sensor is evaluated for
its ability to discriminate between classes of objects. The tests are applied to
ultrasonic, laser range finder and radar sensors. These sensors were selected
because they provide the maximum information, cover a broad range and region
and are commercially viable in passenger vehicles.

Initial sensor algorithms developed
Algorithm development is an important component of this work. The following work was
completed in the first year. This area of research is expected to be the main focus in the next
phase of work after the individual sensors have been evaluated.

Bi-Static Radar
Preliminary algorithms were developed for bi-static RADAR. This effort included simulation of
prediction at different impact (or near miss) speeds. Three scenarios were examined at 20mph
(-8.9 m/s) and 40mph (-17.9 m/s):

1. Impact with the front center of the vehicle
2. Impact with the front of the vehicle 0.25m inside the right fender
3. Near miss 0.25m outside the right front fender of the vehicle

A similar study consisted of the "Predicted Distance vs. Bi-static Distance" as this analysis
shows that the predicted distance is a function of position and direction of travel and not of
actual speed. Another simulation was performed of an object crossing in front of the vehicle at
Im, 2m, and 3m. Also the effect of noise was analyzed.

Ultrasonic
Several algorithms were developed to process data from an ultrasonic range finder. The
algorithms focused on maximizing the accuracy and response time. Fixed and variable sampling
rates were studied. Also filtering was studied to reduce measurement noise.

Multi-Disciplinary Project Based Learning
One of the objectives of this project was to foster learning and research at Cal Poly. This was
accomplished by involving students from different levels and backgrounds. An electrical
engineering graduate student was the center of the student team. He provided knowledge and
skills in electronics and programming. In addition, two mechanical engineering seniors and one
mechanical engineering sophomore worked on the project.

The following two senior projects were generated from this project.
"* "Feasibility of using low-cost ultrasonic sensors for vehicle pre-crash sensing," Daniel

Kawano
"* "Testing vehicle for pre-crash sensors," William Thompson

In addition the project objectives and status was presented at the following seminars:
* Cal Poly Student Section of Society for Automotive Engineers, winter 2005
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O Cal Poly Student Section of American Society for Mechanical Engineers, winter 2005
* Cal Poly Graduate Seminar, winter 2005

Recommendations for Future Work
The goals of the next phase of this project include:

"* Complete sensor characterization
"* Sensor fusion
"* Develop algorithms
"* Address object discrimination
"* Interdisciplinary teamwork
"* Publish work in SAE conference

Sensor Characterization: We have completed characterization of the infrared and ultrasonic
sensors. Characterization of the radar and laser sensors is ongoing. This work requires initiating
communication with the sensors through CAN Bus and RS232 communication, developing
software to control and read the data and conducting laboratory tests to quantify the performance
relative to the application of human sensing and pre-crash detection. All the necessary hardware
has been acquired. The development is suitable for undergraduate students.

"* Infrared: completed
* Ultrasonic: completed
"* Radar: in progress
"* Laser: in progress

Sensor Fusion: The next task consists of combining the information from different sensor
hardware and software into one system where the data can be combined in an optimum way.
This will require software development in a programming environment such as Labview. The
key factors will be synchronizing the signals so that all data can be used to accurately determine
target telemetry. Maximizing the sampling rate of the system is another important priority. Each
sensor has a different sampling rate making the fusion a challenge.

Develop Algorithms: Once all the sensor data streams are integrated we will develop algorithms
that combine the data to predict a crash and perform object discrimination. The objectives of the
algorithm development are to provide the maximum quantity of information as early as possible
in a possible crash scenario. In addition the system must not produce false positive signals so
attention must be given to rejecting noise and tuning the system to meet the objectives.

Object Discrimination: In addition to object detection a goal of the project is to discriminate
between inanimate objects and humans to meet the needs of protecting pedestrians. Some of the
sensors provide signals in addition to telemetry that can be used for this purpose. Work must be
done to develop an independent algorithm that combines the discrimination signals to meet this
goal.

Interdisciplinary Teamwork: This project requires mechanical, electrical and computer science
skills. We anticipate more of a focus in the area of computer science in the next phase of work

0
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due to the needs for algorithm development. There is also potential to coordinate and cooperate
with the DARPA Challenge team as they have similar objectives as this project.

Publications: We anticipate publishing a second paper related to this work, at the SAE World
Congress. Our literature review shows that few papers have been published in this area. It is our
conclusion that much of this work is being done by private industry without publication to
protect proprietary development. This creates an opportunity to break ground in the academic
development of this technology. Our first paper described the objectives of the human sensing
project and pre-crash detection and compared individual sensors. The second paper will describe
our experimental results for each individual sensor and propose an algorithm for sensor fusion.
We anticipate publishing a third paper after the entire system is integrated and optimized.
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Abstract submitted to SAE for World Congress 2006

Test Methods and Results for Sensors in a Pre-Crash
Detection System
Charles Birdsong, Ph.D., Peter Schuster, Ph.D., John Carlin, Daniel Kawano, William
Thompson
California Polytechnic State University, San Luis Obispo, California

Abstract
Automobile safety can be improved by anticipating a crash before it occurs and thereby
providing additional time to deploy safety technologies. This requires an accurate, fast
and robust pre-crash sensor that measures telemetry, discriminates between classes of
objects over a range of conditions, has sufficient range and area of coverage surrounding
the vehicle. The sensor must be combined with an algorithm that integrates data to
identify threat levels. No one sensor provides adequate information to meet these diverse
and demanding requirements. However the requirements can be met with an optimal
combination of multiple types of sensors. Previous work considered criteria for
evaluating various sensors to find an optimal combination. This work presents test
methods and results for a set of sensors proposed for use in a pre-crash detection system.
The test methods include static and dynamic telemetry testing to identify the range,
accuracy, reliability and operating conditions for each sensor. Each sensor is evaluated
for its ability to discriminate between classes of objects. The tests are applied to
ultrasonic, laser range finder and radar sensors. These sensors were selected because
they provide the maximum information, cover a broad range and region and are
commercially viable in passenger vehicles.
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Copyright © 2005 SAE International

ABSTRACT than in personal vehicles due to their higher initial cost
and longer life span making them a good candidate for

The future of vehicle safety will benefit greatly from early adoption of such a system. This work forms the
precrash detection - the ability of a motor vehicle to basis for ongoing research in developing an integrated
predict the occurrence of an accident before it occurs. object detection and avoidance precrash detection
There are many different sensor technologies currently system.
available for pre-crash detection. However no single
sensor technology has demonstrated enough information INTRODUCTION
gathering capability within the cost constraints of vehicle
manufacturers to be used as a stand alone device. A Improving occupant safety has been an increasingly
proposed solution consists of combining information from important area of study since the mid 1960's. Initially this
multiple sensors in an intelligent computer algorithm to work was centered on controlling post impact occupant
determine accurate precrash information. In this paper, dynamics through the use of structural modifications,

list of sensors currently available on motor vehicles and seatbelts, and airbags. The idea of using external
ose that show promise for future development is sensors to improve vehicle safety is similarly not a new

presented. These sensors are then evaluated based on one 1, 2. Ultrasonic sensors are commonly used today
cost, information gathering capability and other factors. as parking aids on vehicles with large blind spots and
Cost sensitivity is lower in large commercial vehicles

Airbag im-pacts

Airbag is with occupant

Object impacts
vehicle

Tracking Airbag impacts
begins on Alarm sounds Airbag is with occupant
object indicating threat triggered

to driver

Object irnpacts
Object identified as vehicle

* a potential threat

Figure I - Timelines for collisions with and without precrash sensing
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radars are used in adaptive cruise control (ACC) SYSTEM
systems to maintain safe following distance when cruise
control is active. To aid in evaluating how sensor technologies fit into the

picture of precrash sensing it is important to establii
We will identify a possible set of requirements for what the system as a whole must be able to do. ThW
precrash sensing and survey the current state of the art system must not produce false positives and have a low
for a variety of sensor technologies. In comparing the occurrence of false negatives to provide value.
sensor technologies we compare not only the capabilities Furthermore the system should be able to determine
of the various sensors but also the cost and overhead of when it will not be effective due to road or weather
including such a sensor on a vehicle as this. is an conditions and inform other portions of the vehicle
important part of system acceptance. Furthermore a electronics and the driver that the system is not providing
possible group of sensors is presented that is expected a benefit.
to meet these requirements.

The system must be able to respond to threats in a
It is anticipated the initial implementation of a precrash timely manner. There are two different facets of system
sensing system will be on less cost-sensitive vehicles response time that, while related, need to be discussed
such as luxury cars and large commercial vehicles. In separately. First there is the issue of how long the
particular, commercial vehicles have a higher initial cost, system takes, to begin tracking a threat once it has
longer life span, and greater liability from accident entered the forward path of the vehicle. This response
occurrence. This makes them good candidates for early time will be dependant on the technical limitations of
adoption of such a system. sensor covering the area in which the threat exists. The

second type of system response time is related to the
Improving occupant safety beyond existing standards time required for the system to tag the object as a likely
requires more information than is currently gathered by threat and notify the driver or take protective measures.
automobiles during an impact. Currently when an This is a more difficult issue to address because while it
accident occurs the airbag sensors trigger the airbags is in part reliant on the technical limitations of system
within 10ms of the impact. The initial goal of a pre-crash components the major factor is the accuracy of the
system would be to bias the decision made by the impact collision prediction model used.
sensors allowing for triggering based on expected impact
severity. Coupled with seat belt pre-tensioning the
number and severity of occupant injuries could be greatly
reduced. Figure 1 shows an example impact where the
precrash system triggers the airbags early, reducing the
pressure required for inflation, and thereby reducing the
contact force with the occupant.

The ability to predict accidents beyond the immediate
event horizon has a number of other advantages.
According to 1 in 49% of accidents the brakes are not
used at all. By predicting that a collision is imminent a
system could activate the brakes prior to the collision
reducing the severity of the impact. Furthermore the
airbags could be triggered prior to impact further
reducing the force of inflation and the risk of deployment
related injuries.

REQUIREMENTS OF A FRONTAL PRECRASH

FVehicle Lýewn

30m

Figure 2 - Coverage Region of Suggested System
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Defining the coverage region is a somewhat arbitrary Medium high mass Motor cycle, cow
task without specifically defining the vehicle and
conducting and exhaustive survey of when driver Medium low mass Pedestrian
warnings and other preventative measures are best

* erformed. However one must be defined as a starting Small high mass Road barrier
place. To this end it seems reasonable to gather data
about objects in the same lane of travel as the vehicle.
The distance from the front of the vehicle that should be Table I - Possible threat objects
covered should be far enough to detect objects traveling Finally there are several constraints on the system. Most
at high speed, but not so far as to provide information of them are typical for automotive electronics such as
about objects for which predictions are dubious at best. temperature, humidity, and vibration. The incremental
To meet these requirements the minimum region of cost of such a system is a serious constraint and as a
coverage for the system is defined to be an area 3.5m result the chosen sensors should be integrated into
wide and 30m long in front of the vehicle as shown in other, pre-existing applications such as Active Cruise
Figure 2. This is based on travel lane width in the United Control (ACC). Finally sensors must be placed on
States and the distance traveled by a vehicle going vehicles in such a way that the coverage of the sensor is
60mph in I second. not severely limited due to occlusion.

A precrash sensing system must also be able to
differentiate objects that are not threats to the vehicle POSSIBLE SENSORS
from those that are. Table 1 gives a list to object typesthat should be identified and some example objects for As a first step toward an integrated precrash sensing
each type. system this study will initially focus on sensors thatprovide telemetric data rather than classification data

Type of object Example object regarding the object of interest. In identifying possible
sensors for this task it is important to understand a

Large high mass Tree, other vehicle variety of issues including the coverage zone that each
sensor is capable of providing information for, the type of

information provided by each of the sensors, and cost of
Large low mass ?the sensor. Table 2 gives a summary of these factors for

each of the technologies covered in this survey for typical

Ultrasonic LIDAR RADAR Bi-Static Vision AIR PIR
Cost Low High High Medium Low Low Low

Computation Low High Medium Medium High Low Low
Overhead
Range 1m to 150m
Operating Normal to
Conditions heavy rain

or snow

Commercially Yes Yes Yes No Yes Yes Yes
Available
Industry High None Some None None None None
Acceptance
Accuracy ±1.0m
Update 40Hz 10Hz
Frequency
Potential for Low Some Low Low High None Low
Object
Discrimination
Detection Distance Distance, Distance, Distance Distance, Presence Presence
Capabilities speed, speed, speed,

geometry power geometry,
object class

arget Size Motorcycles data

and larger

Table 2 - Comparison Matrix of Current Sensor Technologies
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state of the art sensors of each type. diffraction of the lasers involved, a fixed laser will not
cover more than a small point directly in front of the

ULTRASONIC SENSORS laser. To overcome this deficiency a mirror or prism can
be used to scan the beam over various angles. Tha

Ultrasonic sensors have the advantage that they are means that the update rate of a LIDAR is inverse•
already integrated into the front and rear bumpers of proportional to the angle of coverage.
many vehicles for backup and parking assist. The low
cost of ultrasonic sensors means they can be placed on LIDAR systems can measure distance with high
the vehicle in such a manner as to cover any region of accuracy. Additionally they can be made to measure
interest adjacent to the vehicle, object speed based on the Doppler shift of the return

signal. Combined with the correct computer algorithm
Backup and parking aid ultrasonic sensors work by these systems can also provide information regarding
sending out a high frequency pulse and measuring the target geometry in the scanning 6.
time until the echo is received. Using this method of
operation they have no ability to determine the target Because of the point source nature of a LIDAR system
angle or speed. they generally do not have wide coverage cones. This

means that close to the vehicle the LIDAR will have blind
Individually a typical ultrasonic sensor has an aperture of spots as shown in Figure 7.
roughly 450 and has a maximum range of 10m, so in
practice three or four sensors are combined to cover Because LIDAR systems rely on the ability of light to
either the front or rear bumper of the vehicle. This travel through whatever medium is between the source
arrangement is made out of expedience rather than any and the target their capabilities are dependant of the
technical limitation of the sensors themselves. Next presence of airborne particulates. Military systems have
generation sensors could use a single transmitter and been designed with enough power to overcome all but
combine the receivers in a phased array fashion to the most dense clouds of particulate, but such systems
provide location information in a manner not dissimilar can easily damage the human eye and would be
from the way many submarine sonar systems work. inappropriate for use on civilian vehicles.

LASER RADAR

Laser Imaging Detection and Ranging (LIDAR) sensors Classically RAdio Detection And Ranging (RADAR) ha•
work in a manner similar to the ultrasonic sensors. The been the province of aircraft and air traffic contro,1
primary difference is that because of the small beam systems. More recently Doppler based systems have
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Figure 3 - Measured Distance and Speed vs. Actual distance from Vehicle Front for bi-static radar for Object with
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been used in traffic speed enforcement and other civilian radar exceeds what is needed by precrash sensing. In
applications. Currently radars are being used as an aid operation bi-static RADAR use the same fundamental
for cruise control systems to reduce driver interaction. It principals as conventional RADAR and have the same
is these Active Cruise Control (ACC) radars that maybe range of environmental conditions.

adapted for use in pre-crash sensing.
VISION

Radars have the capability to measure both object
location and speed. ACC radars are capable of covering When discussing vision systems we are really discussing
most of the region of interest for pre crash sensing. Like three different types of systems: visible light, passive
the LIDAR systems they have trouble detecting objects infrared vision (PIRV), and active infrared vision (AIRV).
adjacent to the vehicle, however they are not as limited Vision - primarily visible light - systems have been
as LIDAR in the width of the coverage cone. prese

nted
Radars can operate under nearly all practical driving in the
conditions, although airborne particulates such as rain or literat
snow will reduce the effective range. ure, 3

and
BI-STATIC RADAR 1, as

mean
Bi-static radars operate in much the same way as s of
conventional (mono-static) radars. The difference is that solvin
the transmitter and receiver are not collocated. This g
means that the distance returned by such a system is many

actually the distance from a point halfway between the of the
transmitter and receiver. Due to the complexity involved probl
in simultaneously controlling both the receiver and ems
transmitter, scanning bi-static radars are uncommon, so relate
most systems only return the distance to the nearest d pre-
object. Because of the nature of the system each crash
distance represents an ellipse rather than a circle with sensi
the transmitter and receiver being the foci of the ellipse. ng.

a result, an object traveling on a straight path with This
Wonstant speed will appear to have acceleration. Figure is in

3 shows an example of this with simulated objects on an no
impact path with the front of the vehicle at 40mph. small

part Figure 4- Typical road scene
Bi-static radars are currently in development for use as due
close-in sensors to predict side impacts. Such systems to the
work by collecting distance, speed, and acceleration fact that vision systems are what humans use as our
information from a target. Then, using statistical means, primary sensor for vehicle control. In fact vision sensors
they determine the probability that the target will impact are the only sensor presented that would be able to
the vehicle. Currently proposed systems place the cover the entire region of interest effectively while
transmitter at either the A-pillar or the C-pillar of a collecting control related information at the same time.
occupant vehicle and the receiver at the other pillar. By
placing the transmitters on opposite pillars the same Vision sensors also collect data far beyond the telemetry
number of antenna could be used to cover not only the data collected by most other sensors presented in this
sides but also the front and rear of the vehicle. This type survey. Figure 4 shows an example of this. Based on
of system could replace Ultrasonic sensors in precrash this image we can tell that the road being traveled on is
sensing and as parking aids. about to make a right turn, it is relatively flat, there are

two lanes of travel, and most importantly there no objects
The coverage region of a bi-static radar is naturally in the probable path of travel that present a danger to the

elliptical in nature. The possible range of a bi-static vehicle.
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The biggest drawback of vision systems of any type is However they are inappropriate for use in pre-crash
not the sensors themselves but rather the computational sensing since they rely on a known ambient null
overhead associated with extracting the information that condition on which to base decisions regarding the
most human drivers can gather from a scene almost presence of objects. For example at sunrise or sun•ft
instinctively. Figure 5 shows lane makers detected using the sun produces far in excess of enough IR to trip suaW
the Hough transform, a well understand algorithm for a system. While this condition can be accounted for in a
finding lines in images. This process alone is no trivial fixed system it is likely to have problems on a platform
task 7, and this is just a small piece of the information that moves.
that could be extracted from the scene.

NON-VISION ACTIVE INFRARED (AIR)
Additionally, vision sensors themselves do not provide
any telemetry data about objects in the scene. This data AIR systems are used in many industrial and commercial
has be to gathered either with a separate sensor or applications to determine the presence of objects,
inferred from a second vision sensor using stereovision including people. Direct AIR systems work with an
triangulation. emitter and detector that placed at separate locations

and aimed such that light from the emitter travels to the

Unlike the human eye, CMOS or CCD vision sensors do detector. Such systems detect objects when the
not automatically adjust to scene light and contrast. detector no longer receives a signal from the emitter.
They must be tied to a system that correctly estimates Reflected systems work in much the same way except
the amount of light present and adjusts the gain of the that they rely on a reflective surface to bounce the light
sensor appropriately. This must happen rapidly and from the emitter to the detector. Such a system relies on
accurately as light conditions can change dramatically the emitter producing enough light to illuminate the target
during either sunset or sunrise. object so that it reflects more IR light than is present in

the background.
The final drawback to vision based systems, especially
visible light systems, is that their performance degrades AIR systems do not use time of flight measurements to
rapidly in the presence of airborne particulates such as collect distance information, but rather relay on the
dust or precipitation. This problem is made worse by the presence or absence of a return signal to determine if an
fact that the conditions under which these sensors object is present. Some systems exist that use the
provide the least benefit are those in which the drivers strength of the return signal to determine distance,
need for such a system are the greatest. however the distance measurements are only valid f 1

objects whose reflectivity characteristics match thMw
NON-VISION PASSIVE INFRARED (PIR) calibration object.

PIR sensors are commonly used in motion detectors for The primary limit to the range of an AIR system is the
alarm systems as well as in automatic doors. These power and cost of the emitter. Focusing lenses on both
systems are robust and have low maintenance, the transmitter and receiver can be used to increase the

range of the system as the cost of reducing the aperture.

% "As a result of their wide use and acceptance of AIR
systems might seem to be a perfect fit for precrash
sensing. The drawback of these types of sensors is that
they only provide presence information. Considering that
AIR systems are only slightly less expensive that
ultrasonic systems and they only provide presence
information rather than presence and distance they do
not appear to be cost effective.

Figure 5 - Road scene with lane markers

identified
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SUGGESTED SENSOR SYSTEMS range of environmental conditions at the highest rate of
speed. Radars are one of the most expensive sensors

The primary goal of this system is to detect objects and available; however, since they are an integral part of
gather telemetry information from them. A secondary ACC systems that are now becoming popular on

* oal is to collect classification data about the objects that commercial and luxury vehicles the incremental cost of
have been identified as a threat. While there are any adding this to the system is lowered. Figure 6 shows the
number of sensor combinations, sensors must be relationship between the desired coverage region and
selected based not only on performance but also cost, the region covered by an ACC radar.
availability, acceptance and maturity. To this end the
following three sensors have been selected for further The scanning laser or LIDAR is selected to be a
investigation: Radar, Ultrasonic, and LIDAR. This complement to the radar. While current systems are not

as fast as the radar they provide us with additional

Vehicle slte L.o" ý

I 30m

Figure 7 - LIDAR coverage region overlayed on suggested coverage region

means that the entire region of interest, except that right information: First, the ability to provide some indication
# front of the vehicle, is covered by two of the three of object geometry is important and can be used to

ensors. There are no doubt combinations with higher predict how the vehicle will deform during the impact.
performance or lower cost. Given that the cost and Second when used in combination with the radar the
capabilities of each of the sensor technologies is system should be able to determine when there is a fault
constantly changing it is important to bear in mind that in and indicate this to the driver. Thirdly there is the
the future there may be different and better possibility of object discrimination based on the type of
combinations. signal from each sensor. Figure 7 shows one possible

coverage region for a scanning LIDAR, note that a
The radar was chosen for the simple reason that it LIDAR could be designed to have an arbitrary aperature.
gathers the most telemetry information under the widest

SVehicle adarC viieýj'in-

0 - 70m

Figure 6 - Radar coverage region.
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10m

30m

Figure 8 - Ultrasonic coverage region as compared to system coverage region

Ultrasonic sensor were selected as they are already CONCLUSION
common on vehicles today, they are inexpensive, and
they cover an area directly in front of the vehicle that is A survey comparing the cost and capabilities of current
not commonly covered by other available sensors. The state of the art sensor technologies has been present for
region that they do cover is possibly the most important use in intelligent vehicle design. A possible set of
as it is where the data has the highest degree of validity requirements for a precrash sensing system has been
and the prediction of an impact is most reliable. Figure 8 laid out. A framework for integrating several sensors
shows the portion of the region of interest covered by together to meet these requirements has been
Ultrasonic sensors, presented.
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Statement of Disclaimer

Since this project is a result of a class assignment, it has been graded and accepted as
fulfillment of the course requirements. Acceptance does not imply technical accuracy or
reliability. Any use of information in this report is done at the risk of the user. These
risks may include catastrophic failure of the device or infringement of patent or copyright
laws. California Polytechnic State University at San Luis Obispo and its staff cannot be
held liable for any use or misuse of the project.
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a(Ax) variation in the distance between the sensor and an object, in

y fraction of molecules in moist air that are water
0b relative humidity, %
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Abstract

Passenger safety in a vehicle can be greatly enhanced by predicting imminent

crashes through the use of on-board "smart" sensors. Unfortunately, many of the sensors

currently integrated into commercial vehicles are either expensive or are not being

applied toward higher-speed pre-crash sensing. Ultrasonic sensors are a low cost

alternative to current devices with the potential of application in high-speed pre-crash

sensing systems. An ultrasonic sensor can be used to measure the displacement and

relative velocity between it and a target object by measuring the time delay between the

-output and received signals. Since testing of an ultrasonic sensor was the main focus of

this project, an off-the-shelf sensor was purchased instead of designing and constructing a

device by hand. Furthermore, LabVIEWTM was the chosen method of data acquisition

because of its ease of use and user-friendly interface, as compared to other hardware and

software such as an oscilloscope and a microcontroller. A LabVIDEWT algorithm was

created to read time delay data from the Devantech SRF04 Ultrasonic Range Finder and

convert it to a measured displacement. Extensive testing of the sensor (including static,

sonic cone, clutter, and dynamic) for a variety of target objects (such as boxes, columns,

pedestrians, vehicles, etc.) revealed that the sensor accurately measures the relative

displacement between it and the target within the manufacturer's published range of 3.0

m and sonic cone. It was also found that it may be possible to detect objects at distances

greater than 3.0 m, but further testing should be conducted to confirm this. Furthermore,

additional testing should be done with more diverse geometries and orientations of the

target objects, as well as various placements and orientations of the sensor. Several
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issues concerning the data collection algorithm, including a slower than expected data

sampling rate, a gradual slowdown in the sampling rate, and implementation of a data

filter, should be addressed and resolved.. Overall, the ultrasonic sensor performed well

and would be a good candidate for use in a vehicle pre-crash sensing system up to a

speed of about 20 mph.
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Chapter 1

Introduction

1.1 Background of the Project

Ultrasonic sensors are used extensively in industry in applications where

conventional optical sensors fail. According to Migatron Corp. [1], some of these

applications include liquid level control, thickness gauging, and high speed counting on

assembly lines. An ultrasonic sensor can detect an object's presence simply by receiving

an echo of the pulse the sensor sent out. An ultrasonic sensor can also be used to

determine the distance between it and an object by measuring the time delay between the

output and received signals. This simple idea is the basis for this project.

Passenger safety in a vehicle can be greatly enhanced by detecting obstacles and

predicting imminent crashes using a variety of "smart" sensors, including radar, vision,

and laser devices. Unfortunately, many of these devices are expensive, making it a

challenge to manufacture a vehicle with a pre-crash sensing system that is also affordable

to the average consumer. Ultrasonic sensors are a low cost alternative with great

potential. When integrated into a vehicle body and onboard computer, an ultrasonic

sensor can be used to detect the presence of an obstacle, determine how far away it is,

and calculate its speed if it is moving. This information can be analyzed to determine if a

crash is imminent and, if so, deploy airbags at a rate such that the airbags themselves do

not cause harm to the passengers. This information can also be used to employ other

passenger safety technologies, including seatbelt tightening to secure a crash victim

during impact.
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This project is part of a larger research effort, the Cal Poly Human Sensing Project,

to investigate low cost alternatives for current vehicle pre-crash sensing systems,

including ultrasonic sensors and economical versions of radar, vision, and laser devices.

1.2 Objective of the Project

The objective of this project is fourfold. First, whether a low cost ultrasonic sensor

is suitable for accurate distance and velocity measuring will be explored. Second, the

effects of environmental conditions, including air temperature and humidity, on the

sensor's performance will be examined. Third, extensive testing will be conducted to

determine how accurately the sensor measures distance and velocity under a variety of

target and road conditions. Lastly; the limitations of the sensor and if any improvements

can be made to its performance will be explored. Ultimately, it is desirable to determine

whether a low cost ultrasonic sensor is suitable for integration into commercial vehicles

to assist in pre-crash sensing.

1.3 Problem Definition

Given a low cost ultrasonic sensor:

1. Determine whether changes in air temperature and humidity will significantly

affect its ability to accurately measure relative displacement and velocity.

2. Create a sensing system which accurately determines the distance to and

velocity of a target (by initial testing).

3. Perform extensive testing of the system under a variety of conditions

including: various target types, placement, and velocity; interference from

other objects; and road conditions.
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4. Analyze its strengths and limitations, and make recommendations concerning

its role in a vehicle pre-crash sensing system.

\S
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Chapter 2

Survey of the State-0f-the-Art

Ultrasonic sensors have long been used in industrial applications for detecting

objects or measuring distances. The success of ultrasonic sensors in industry is based

largely on their low cost and ability to detect troublesome objects for conventional optical

(vision) sensors. For example, Brian Duval [2] explains in a recent article in Sensors that

ultrasonic sensors can detect transparent and highly reflective materials that often cause

problems with optical sensors. Other benefits of an ultrasonic sensor include long ranges

and broad area detection. However, the latter is also one of its limitations. As Duval [2]

explains, the wide sonic cone emitted by the sensor makes it difficult to detect small

targets. Also, there is a higher chance of interference from other objects.

Some materials like foam and extremely rough surfaces absorb or diffuse the

emitted sound waves, resulting in a very weak or nonexistent return signal. According to

Kert L. Cartwright and Gopi R. Jindal [3] in "An Ultrasonic Proximity System for

Automobile Collision Avoidance," porous surfaces are difficult to detect at long distances

because most of the ultrasonic energy is absorbed. Also, the more angled a target surface

is with respect to the sensor, the less likely it will be detected. Cartwright and Jindal [3]

explain that for even a smooth flat surface which reflects sound waves rather well, its

ability to be detected diminishes significantly when placed at 450 to a projected pulse.

One method of using ultrasonic sensors to measure distances between objects is

accomplished by measuring the time delay between the output and received signals.

* It should be noted that the sensor tested has a maximum range of 3 m. By "long range," Duval refers to

sensors with maximum ranges of 3 m and up.
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However, the speed of sound is affected by a variety of environmental conditions.

According to Dennis A. Bohn [4] in an article of the Journal of the Audio Engineering

Society, the speed of sound through air is independent of pressure, but temperature can

have a significant effect. Less significant is the effect of humidity, but to determine the

distance between objects as accurately as possible corrections should be made to account

for this.

Currently, ultrasonic sensors are mostly in the experimental phase for vehicle pre-

crash sensing systems. As Austin Weber [5] explains in an article of Assembly Magazine,

Ford unveiled in mid 2003 its Taurus Telematics to Safety (T2S) concept vehicle which

included a variety of safety systems. Ultrasonic sensors were installed for park assist, in

which the driver is warned of obstacles while in reverse. Autoworld Malaysia [6]

reported that Ford also unveiled a Windstar T2S with similar features and that the 2004

Mercury Monterey minivan employs both front and rear ultrasonic object sensing.

Furthermore, Ford's Freestar minivan uses four ultrasonic sensors installed in the rear

bumper for its "Reverse Sensing System," depicted in Figure 1. However, the use of

these sensors is currently limited to static measurements of obstacles or operation at very

low speeds, such as in park assist. Application of ultrasonic sensors in a vehicle pre-

crash sensing system would require that they function effectively at greater vehicle

speeds in the range of 35 mph and up.
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Figure 1. Four ultrasonic sensors in the rear bumper of the Ford Freestar minivan used
for detecting objects while in reverse (photo courtesy of Ford [7]).
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•Chapter 3

Design Development

3.1 Design Requirements

In order to be integrated into a vehicle pre-crash sensing system, the ultrasonic

range finder testing system must meet the following basic design requirements:

1. The ultrasonic sensor must be able to accurately determine the distance

between it and a target of interest.

2. From collected distance and elapsed time data, the sensor must be able to

accurately calculate the relative velocity between it and the target.

To meet the above basic design requirements, the sensor should be capable of

detecting a wide range of targets under a variety of road conditions. The types of targets

to be tested include the following:

a. Pedestrians

b. Vehicles

c. Point objects such as trees, poles, and miscellaneous small targets

d. Objects of various geometries and surfaces that the sensor may have difficulty

detecting

In addition, the sensor's ability to detect an object is affected by the location of the

target, its speed, the presence of clutter, and possibly vibrations due to road conditions.

Therefore, the above mentioned targets are to be test under the following sets of sensor-

target conditions:
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a. Static-static - both the sensor and target are to be kept at a fixed relative

displacement. This test will primarily determine how well certain objects are

detected over the sensor's specified range of operation.

b. Static-dynamic - keep the target object stationary as the sensor is moved

toward it at various speeds, or vice versa. The goal of this test is to determine

the range of target speeds for which the sensor can accurately calculate

relative velocity.

c.. Target location - begin with the target directly in front of the sensor along its

centerline and then displace the target to the left and right of the centerline.

The primary purpose of this test is to investigate the extent of the sensor's

sonic cone and its effect on distance and velocity sensing.

d. Clutter - place obstacles out of the target's way but within the sensor's sonic

cone. This test will examine the sensor's ability to distinguish between the

target of interest and obstacles within its detection area.

A more detailed testing procedure for each type of test is provided in Chapters 5

through 8.

The chosen method for acquiring data from the ultrasonic sensor is through the use

of National Instruments' LabVIEWTM data acquisition software. See Chapter 4, Section

1 for more details.
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3.2 Analysis

An ultrasonic sensor can be used to determine the distance between it and an object

by measuring the time it takes for its output signal to bounce off the object and return to

the sensor, or the time delay, t
d,•a" The basic functions of the ultrasonic sensing system

are illustrated in the block diagram of Figure 2. A LabVIEWTM algorithm first generates a

TTL level electrical signal corresponding to the desired input to the sensor. The input

signal is sent to the sensor's processor chip where it is converted from digital to analog

format. The analog electrical signal is then used by the piezoelectric ultrasonic

transmitter to generate the desired sound wave. When (or if) the echo is detected by the

ultrasonic receiver, it creates a corresponding analog electrical signal that is subsequently

converted to TTL format. This return signal is then analyzed in LabVIEWTM and used to

calculate the distance between the sensor and the detected object.

____________Signal out

FTransmitter
Ultrasonic LabVIEW`'

Analog sensor TTL program
processor chip

Signal in

Figure 2. Block diagram depicting the ultrasonic sensing system interface and signals.
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When working with TTL, an analog signal is represented by only one of two values-

OV or +5V, typically. For the sensor, OV would represent no input signal generation and

the waiting period for a return signal to be detected. A value of +5V corresponds to an

input pulse and detection of an echo (where the length of the return pulse is proportional

to the relative displacement between the sensor and object). As a result of converting

from analog to TTL format, the input and return signals as viewed by LabVIEWTM or as

seen on an oscilloscope appear as rectangular waves, as depicted in Figure 3. According

to the manufacturer, the time delay is measured from the falling edge of the output signal

to the falling edge of the echo.

Received output
signal signal

Figure 3. Sensor output and received signals seen by an oscilloscope as rectangular
waves because of conversion from analog to TTL format.

0
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Beginning with the definition of velocity,

dx

art
AX

At

where the velocity, v, is the speed of sound, c, Ax is the distance between the sensor and

an object, and At is the time it takes the sensor's output signal to reach the object. Note

that the time delay between the signals is actually twice the time it takes the sound wave

to reach the object. Therefore, rearranging to solve for Ax and substituting At with half

of the time delay gives

1
AX 2 ctdelay

The speed of sound evaluated at a temperature of T 20'C is c = 343.20 m/sec.

Therefore, the distance between the sensor and an object is given by

Ax = (171.60)tdelay

where Ax is in m and tdely is in sec. The sensitivity of the calculated distance with

respect to changes in air temperature and humidity was analyzed, and the effects of

temperature and humidity were found to be negligible. For a detailed analysis, refer to

Appendix B, Section 1.

To solve for the velocity of an object of interest, measurements from successive sets

of output and return pulses are used, as depicted in Figure 4.
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To;V2

tel. ~~tr2 __-f

Figure 4. Output and received signals in succession.

To calculate velocity, both the time delays and average times are considered. The

average time for the first signal, t1 , is given by

t, = to1 + 1 (trI - t0ol
1

tI =- I(tr +2t.1

2

Similarly, the average time for the second signal, t 2 , is

1
12 (2 + to2

2

The velocity of the object relative to the sensor is expressed as

Vobject/sensor Vobject "Vsensor

Rearranging to solve for the object's velocity gives

Vobject = Vobjectsensor + Vsensor
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Beginning with the definition of velocity to solve for the velocity of the object

relative to the sensor,

dx
Vobject/sensor = "

Ax
Vobjectfsensor At-

. X2 --X1
•'objectsensor 

t 2 .-t2 -- tl

which reduces to

C(tdelay,2 - tdelayl)
Vobjet/sensr 7(to2 + t,2 )- (t.1 + trI)

Therefore, the absolute velocity of the object is given by

[1. (343. 2 0 )(tlay,2 - t delay,) I
o (to2 +t)*(t.1 + Vsensr

where all velocities are in m/sec and all times are in sec. See Appendix B, Section 1 for

the full derivation.

Note that this expression determines only the object's component of velocity

parallel to the sensor's. In other words, if the sensor and object were moving toward each

other head-on, the actual absolute velocity of the object would be found. However, if the

sensor was moving straight and the object came at the sensor at an angle, only the

component of velocity parallel to the sensor's movement would be determined. Although

this is not a true representation of the object's velocity, the information is still useful in

determining whether the object is too close to the sensor and not slowing down; that is,

the information about the relative velocity between the vehicle and a target object is what

is important and will ultimately determine whether a crash is imminent or not.
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* 3.3 Conceptual Design Alternatives

Two options were available for this project: either construct an ultrasonic sensor

from scratch, or simply purchase a low-cost, general purpose sensor. Each of these

options has their advantages and disadvantages. Although designing and building a

sensor would allow it to be better suited for the scope of this project (that is, for

integration into a vehicle pre-crash sensing system) since it could be tuned as necessary,

it would take a considerable amount of time to design, construct, and debug. The

alternative is to use a general purpose, off-the-shelf sensor, which would allow for

immediate implementation and interfacing with a data acquisition system. The downside

to this is that the sensor cannot be tailored to the desired application (actually it could be

but the sensor may get damaged in the process). Since the focus of this project is testing

of an ultrasonic sensor to determine whether it is a good candidate for use in a vehicle

pre-crash sensing system, purchasing a sensor would be the best option.

Although the chosen method for data acquisition is through the use of LabVIEWT
M,

the manufacturer of the ultrasonic sensor provides examples of other possible interfaces,

including microcontrollers such as Basic Stamp II and Brainstem®. Furthermore, data

could be collected solely using hardware, such as an oscilloscope. However, collecting a

continuous stream of data using a scope is cumbersome and time-consuming, whereas the

goal is to create a means of collecting and analyzing data quickly and efficiently and in a

manner similar to how it would be done in an on-board vehicle sensing system. Also,

because of the very short time periods involved in using an ultrasonic sensor (i.e., the

output signal and the time delay), a counter with a high resolution is necessary. Thus,

digital timers (such as the counters used in LabVIEWTM ) are an ideal choice over old-
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fashioned, low-resolution analog timers. LabVIEWT was chosen because of its

immediate availability, compatibility with common data acquisition devices, and user-

friendly programming interface.

Decision matrices are presented in Tables 1 and 2 for determining what type of

sensor to use (off-the-shelf or hand-built) and how to acquire data, respectively. Each

criterion is evaluated with a score from 1 (worst) to 10 (best).

Table 1. Decision matrix for determining whether to use an off-the-shelf ultrasonic
sensor or to construct one.

Hand-Built Off-the-Shelf
Criterion Weight Sensor Sensor

Cost 2 7 5
Expected

Performance
Implementation 3 39Time

Ability to 1 10 1
Optimize

Total 57 74 -,

Table 2. Decision matrix for determining the most effective method for acquiring data.

Criterion Weight LabV1EWTm Hardware MicrocontrollersInstruments

Implementation 1 7 8 5
Time

Ease of Data 9 7 7
Collection

Speed of Data 9 4 7
Collection
Ability to

Incorporate 2 9 7
Various Interfaces

Total 58 68
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Chapter 4

Description of the Design

4.1 The Design

The ultrasonic sensing system consists of four main components:

1. The Devantech SRF04 ultrasonic range finder distributed by Acroname Inc.

2. A computer running National Instruments' LabVIEW T
M 7.1 data acquisition

software.

3. A National Instruments' data acquisition (DAQ) card, PCI-6221.

4. A shielded 1/0 connector block from National Instruments, SCB-68.

As shown in Figure 5, the entire system is mounted on a rolling cart for ease of

* placement during testing.

Shielded 1/0
connector block

CPU with DAQ
card installed in

back

Ultrasonic sensor

Figure 5. Ultrasonic sensing system on a rolling cart for ease of movement.
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The DAQ card is installed in the computer's CPU, and the I/O connector block is

connected directly to the DAQ card. The sensor is interfaced with the connector block

via color-coded wires from the sensor, as depicted in Figure 6.

Figure 6. Ultrasonic sensor interfaced with the I/O connector block.

One of the four wires is connected to the block's +5 V power supply, and another is

hooked to ground. The remaining .two wires correspond to the sensor's input and output

terminals, each of which is connected to a separate counter on the block. For more detail

on the interfacing, refer to Appendix A, Detailed Schematics and Parts List.

The sensor input and output are controlled and monitored by an algorithm, or

virtual instrument (VI), created in LabVIEWTM. Figure 7 presents an operational block

diagram depicting the VI's function.
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i Send Wait for Measure Display distance
pulse object return between sensor

to sensor detection pulse width and object

and distance relative
data to file velocity

------------------------------------------ A---

Figure 7. Operational block diagram of the LabVIEWTM algorithm.

The VI instructs one counter to generate a 10 psec pulse that is then sent to the

sensor. After an object is detected and the echo is received, another counter measures the

pulse width of the return signal. The distance between the sensor and the object is

calculated and displayed, and then the distance, elapsed time, and return pulse width data

is saved to a file. The file can then be opened in ExcelTM where the data is reduced to give

the average relative velocity between the sensor and detected object and the object's

absolute velocity. For the actual LabVIEWTM algorithm and a detailed explanation of the

various components, see Appendix A. It should be noted that the VI estimates the time

delay as the return pulse width, an assumption to be later verified by initial testing.

4.2 Initial Testing Demonstrating Proof-of-Principle

Before proceeding to extensive testing based on the design requirements outlined in

the previous chapter, initial testing of the sensing system was conducted to verify its

accuracy. Three tests were performed, the first of which checked the system's ability to

measure distance effectively. Figure 8 shows the experimental setup in the Donald E.

Bently Center for Engineering Innovation, building 13-127.
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File cabinet

Sensing
system

Ruler

Figure 8.. Experimental setup used to test the sensing system's. ability to measure
distance.

The system was placed facing a large cabinet at 0.25 m increments up to 3.00 m.

The distance displayed by the VI was compared to the measured distance from the base

of the cabinet to the ultrasonic transducers, located at half the depth of their protective

cylindrical casings (refer to Appendix A for a CAD drawing of the sensor). The results

of the experiment are presented in Table 3.

Table 3. Actual distance between the file cabinet and sensor compared to data from the
sensor.

Measured Sensed Distance
Run Distance (m) (m) Deviation (m)

1 0.250 0.251 0.001
2 0.500 0.499 -0.001
3 0.750 0.748 -0.002
4 1.000 0.995 -0.005
5 1.250 1.247 -0.003
6 1.500 1.495 -0.005
7 1.750 1.742 -0.008
8 2.000 1.987 -0.013
9 2.250 2.252 0.002
10 2.500 2.480 -0.020
11 2.750 2.740 -0.010
12 3.000 2.995 -0.005
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The results indicate that the system does a very good job at measuring the distance

between the sensor and file cabinet, and therefore the assumption that the time delay can

be approximated by the return pulse width is a valid one.

The second test checked to see if the system could determine relative velocity

effectively. To do this, an object with a known position-versus-time curve was needed,

and the pneumatic positioning device in the Parker Hannifm Control Systems Laboratory,

building 13-102, was used for this purpose. The experimental setup is shown in Figure 9.

Sensor connected Target
to system

Slider
Pneumatic
piston rod

Figure 9. Experimental setup used to test the sensing system's ability to determine
relative velocity.

The pneumatic positioning system consists of a sliding piston rod and a fixed

resistive strip that together act as a linear voltage differential transducer, or LVDT. As

the piston moves, a sliding contact on the other end of the rod moves along the resistive

strip, generating an output voltage that varies linearly with the piston position (hence it

being a LVDT). The LVDT is a LWG 225 model linear potentiometer provided by

Novotechnik Inc., and it has a resolution of less than 0.01 mm. The system's data

acquisition program records, saves, and displays the position of the piston rod as a
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function of time. For more information on the pneumatic positioning system, refer to the

ME 422 Laboratory Manual [12].

The sensor was placed facing the positioning device's slider, attached to which was

a target for the sensor to detect. When the pneumatic device was actuated causing the

slider to move, the pneumatic system's data collection program as well as the ultrasonic

system recorded slider displacement and time data. Figures 10 and 11 display the results

of the test, with data from the ultrasonic sensor plotted as square markers.

0.05

g 0.04

0.03

0.02

0.01

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4. 1.6 1.8 2.0

"Time (sec)

Figure 10. Slider displacement away from the sensor over time as measured by both the
pneumatic and ultrasonic systems.
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Figure 11. Slider rdisplacement toward the sensor over-time as measured by both the
pneumatic and ultrasonic systems.

0 The figures show that the position-versus-time curves generated by the data

retrieved from the sensor correlate well with the actual motion of the pneumatic

positioner for displacements away from and toward the sensor. The figures also

demonstrate that the number of data points collected allow for an accurate estimate of the

actual position-versus-time profile using straight-line approximations between the data

points, the slopes of which represent the average, relative velocities. Tables 4 and 5 list

the straight-line approximated average velocities and displacements for the sensor and

positioner, corresponding to the first 12 time intervals recorded by the sensing system.

0
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Table 4. Distance and average velocity calculated from the first 12 time intervals for the
sensor and the positioner moving away from the sensor.

Pneumatic Positioner Ultrasonic Sensor Deviations

Distance Average Distance Average Distance Average
Dsn Velocity Dinc Velocity Dsn Velocity
(n) (nm/see) (m/see) (m) (m/sec)

0.0086 0.108 0.0060 0.157 -0.0026 0.049
0.0143 0.114 0.0130 0.092 -0.0013 -0.022
0.0181 0.072 0.0170 0.068 -0.0011 -0.004
0.0225 0.068 0.0210 0.075 -0.0015 0.007
0.0262 0.068 0.0250 0.061 -0.0012 -0.007
0.0295 -0.017 0.0240 0.057 -0.0055 0.074
0.0322 0.118 0.0310 0.043 -0.0012 -0.075

0.0343 0.034 0.0330 0.035 -0.0013 0.001
0.0363 0.034 0.0350 0.033 -0.0013 -0.001
0.0377 0.034 0.0370 0.026 -0.0007 -0.008
0.0389 0.034 0.0390 0.021 0.0001 -0.013
0.0399 0.017 0.0410 0.016 0.0011 -0.001

Table 5. Distance and average velocity calculated from the first 12 time intervals for the
sensor and the positioner moving toward the sensor._ _ _ _

Pneumatic Positioner Ultrasonic Sensor Deviations

Distance Average Distance Average Distance Average
Dinc Velocity Dsn Velocity Dsn Velocity
(in(s) (in) (m/se) (i) (m/see)

0.0386 -0.135 0.042 -0.118 0.0034 0.017
0.0316 -0.11 0.041 -0.018 0.0094 0.092

0.0279 -0.068 0.028 -0.22 0.0001 -0.152

0.0241 -0.072 0.024 -0.069 -0.0001 0.003

0.0197 -0.073 0.02 -0.067 0.0003 0.006

0.0163 -0.057 0.016 -0.069 -0.0003 -0.012

0.0133 -0.049 0.013 -0.051 -0.0003 -0.002

0.0111 -0.035 0.011 -0.034 -0.0001 0.001

0.0091 -0.034 0.009 -0.033 -0.0001 0.001

0.0075 -0.028 0.008 -0.018 0.0005 0.010

0.0061 -0.023 0.007 -0.017 0.0009 0.006

0.0053 -0.019 0.005 -0.035 -0.0003 -0.016
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The tables show that the average relative velocities calculated using straight-line

approximations for the pneumatic positioner and sensor correlate well. The only

exceptions are two skewed values near the top of the tables, caused by a measured

displacement in the sensor data that was off a bit from the actual distance. A filter could

be used to eliminate such outliers, one of which is a Kalman filter that is discussed in

Chapter 9, Final Conclusions and Recommendations. Nevertheless, the data suggests that

the sensor can be used effectively to determine average relative velocity and the absolute

velocity of an object from collected distance and time data for small displacements and

average velocities.

However, of greater importance is the performance of the sensor in situations where

the sensor and/or target object are moving at higher speeds. To evaluate the sensor's

ability to measure relative displacement under such circumstances, a third test involving a

falling basketball was performed, as illustrated in Figure 12, where "T" denotes the

transmitter side of the sensor and "R" denotes the receiver side.

TT

Figure 12. Experimental setup for the basketball drop test used to evaluate the sensor's
performance with objects moving at higher speeds.
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The ultrasonic sensing system was brought up to the second floor of building 13,

and the sensor was positioned over the ledge of the walkway, pointing down toward the

courtyard below. A basketball was held about 5 cm in front of the sensor and then let go,

and the sensor measured the displacement of the basketball away from the sensor as it fell

to the courtyard. This procedure was repeated several times, and the results of the testing

are presented in Figures 13 and 14 alongside the theoretical displacement curve solved

from the differential equation describing the falling basketball's motion. For a full

derivation of the equation of motion, see Appendix B, Section 2.

As shown in Figure 13, compared to the theoretical motion, the sensor does a fairly

accurate and consistent job determining the relative displacement between it and the

falling basketball up to about 2.0 m. However, once the ball is greater than about 2.0 m

from the sensor, the sensor no longer detects the ball and returns an erroneous value of

about 5.5 m, as shown in Figure 14. Despite this, the results indicate that the sensor can

effectively determine the distance between it and a target when either or both are

traveling at higher speeds.
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Figure 14. Depiction of the sensor's detection cutoff point of about 2.0 m.

26
146



Chapter 5
Static-Static Testing

5.1 Testing Procedure

After completing initial testing of the ultrasonic sensor, four major tests were

conducted to evaluate the sensor's performance under a variety of conditions, including

objects of various geometries and locations relative to the sensor. The first of these tests

was the static-static testing.

In this round of testing, the sensor was held fixed as the center of the target object

was moved away from the sensor in 0.25 m increments along the centerline of the sensor,

as depicted in* Figure 15. The test was conducted using a variety of target objects,

including a box, a basketball, a round metal column (of 0.205 m diameter), a vehicle rear

bumper, and a pedestrian. The experimental setup with a box as the target is shown in

Figure 16. Distance data was collected until the target object was out of range.

Target

+ X

Sensor
centerline

Figure 15. Experimental setup for the static-static testing.
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0

Box

Sensing
system

Ruler

Figure 16. Static-static testingsetup .with a box as-a.target object.

5.2 Results of the Testing

0 For the most part, the sensor returned a stream of distance data that correlated well

with the actual relative displacement. However, on occasion the sensor returned

erroneous values, and when the average of the distance data was taken it became skewed

considerably due to these outliers. As a result, all distance data within the sensor

manufacturer's published range was manually filtered to eliminate these outliers.

Furthermore, if the stream of distance data jumped wildly from accurate to false

readings, and vice versa, then the average accurate reading was presented in parentheses

to denote a reading from the sensor with marginal accuracy. Also, a double dash (--)

means that no data was collected for the corresponding distance, which implies that the

target object was out-of-range.

0
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The results from the static-static round of testing are presented in the following

tables, with results from using a box, a basketball, a column, a vehicle rear bumper, and a

pedestrian as target objects in Tables 6, 7, 8, 9, and 10, respectively.

As shown in Table 6, the sensor does an effective job at detecting the relative

displacement between it and a box, even up to 6.0 m - a distance of twice the

manufacturer's published range! With the basketball, column, vehicle bumper, and

pedestrian as target objects, the sensor performed about the same, with reliable object

detection getting cut off at about 4.0 m of relative displacement. Even though the sensor

did not perform as well when sensing these objects, it was still able to sense them outside

of the published range. The results of the testing are summarized in a deviation-vs.-

displacement curve in Figure 17.

Table 6. Distance data for a box from the ultrasonic sensor as compared to the
measured distance for the static-static testing.

Measured Distance easured istance Deviation
Distance (i) from Sensor from Sensor

Data (mi) (m) Distance (m) Data (mn) so

0.25 0.26 0.01 3.25 3.26 0.01
0.50 0.49 -0.01 3.50 3.52 0.02
0.75 0.76 0.01 3.75 3.75 0.00
1.00 1.00 0.00 .4.00 4.06 0.06
1.25 1.26 0.01 4.25 4.30 0.05
1.50 1.52 0.02 4.50 4.55 0.05
1.75 1.77 0.02 4.75 4.80 0.05
2.00 2.01 0.01 5.00 5.06 0.06
2.25 2.27 0.02 5.25 5.30 0.05
2.50 2.51 0.01 5.50 5.56 .0.06
2.75 2.76 0.01 5.75 5.82 0.07
3.00 3.02 0.02 6.00 6.04 0.04
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Table 7. Distance data for a ball from the ultrasonic sensor as compared to the
measured distance for the static-static testing.

Distance DistanceMeasured Deviation Measured Deviation

Distance (i) from Sensor D ai Measue from Sensor
Data (m) (m) Distance (i) Data (m)

0.25 0.26 0.01 2.50 2.60 0.10
0.50 0.51 0.01 2.75 2.81 0.06
0.75 0.76 0.01 3.00 3.05 0.05
1.00 1.01 0.01 3.25 3.29 0.04
1.25 1.26 0.01 3.50 3.61 0.11
1.50 1.51 0.01 3.75 3.85 0.10
1.75 1.79 0.04 4.00 4.07 0.07
2.00 2.02 0.02 4.25 (4.31) (0.06)
2.25 2.27 0.02 4.50 5.97 1.47

Table 8. Distance data for a round metal column of 0.205 m diameter from the
ultrasonic sensor as compared to the measured distance for the static-static
testing.

Mesrd Distance Deviation Measured Distance DeviationMeasured from Sensor Dvain Maue rmSno eito

Distance (m) Data (m) (Mi) D(from SensorDat (n) isanc (n) Data (in) __m)_

0.25 0.26 0.01 2.75 2.77 0.02
0.50 0.52 0.02 3.00 3.03 0.03
0.75 0.76 0.01 3.25 3.28 0,03
1.00 1.01 0.01 3.50 3.53 0.03
1.25 1.27 0.02 3.75 3.81 0.06
1.50 1.51 0.01 4.00 4.04 0.04
1.75 1.76 0.01 4.25 (4.29) (0.04)
2.00 2.01 0.01 4.50 (4.54) (0.04)
2.25 2.27 0.02 4.75 6.04 1.29
2.50 2.52 0.02 5.00
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Table 9. Distance data for a vehicle rear bumper from the ultrasonic sensor as
cop ared to the measured distance for the static-static testing.

Distance Distance
Measured DiSe Deviation Measured DiSe Deviation

Distance (m) DataDista nce (i nc from Sensor (M)
from ensi Data (i)

0.25 0.29 0.04 2.75 2.81 0.06
0.50 0.53 0.03 3.00 3.09 0.09
0.75 0.77 0.02 3.25 3.36 0.11
1.00 1.01 0.01 3.50 3.63 0.13
1.25 1.25 0.00 3.75 3.88 0.13
1.50 1.56 0.06 4.00 4.14 0.14
1.75 1.75 0.00 4.25 . 4.45 0.20
2.00 2.00 0.00 4.50 4.71 0.21
2.25 2.26. 0.01 4.75 (4.97) (0.22)
2.50 2.53 0.03 5.00 5.95 0.95

Table 10. Distance data for a pedestrian from the ultrasonic sensor as compared to the
measured distance for the static-static testing.

Measured Distance Deviation Measured Distance Deviation
Distance from Sensor m(m) Distance (m) from Sensor Dio

Ditne i) Dat (mn i) Data (in)(n

0.25 0.38 0.13 2.75 2.82 0.07
0.50 0.58 0.08 3.00 3.10 0.10
0.75 0.81 0.06 3.25 3.36 0.11
1.00 1.08 0.08 3.50 3.66 0.16
1.25 1.34 0.09 3.75 3.84 0.09
1.50 1.59 0.09 4.00 4.11 0.11
1.75 1.84 0.09 4.25 4.33 0.08
2.00 2.04 0.04 4.50 (4.59) (0.09)
2.25 2.32 0.07 4.75 (4.82) (0.07)
2.50 2.58 0.08 5.00 -- --

0
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Figure 17. Absolute deviation as a function of displacement for various target objects
used in the static-static testing.

5.3 Conclusions from the Testing

It was surprising to find that the ultrasonic sensor could reliably detect objects at

distances outside of the range published by the manufacturer. Although realistically most

potential threats to a vehicle will not be directly in front of the onboard ultrasonic

sensors, the results of the static-static testing reveal that the sensors could possibly detect

these threats at greater distances than previously believed possible. This is a great

advantage in that it allows for more time to assess the magnitude of the threat and to

employ pre-crash safety maneuvers. Furthermore, a greater range of detection would

enable the sensor to be operated at higher vehicle or target speeds than previously

believed possible since a target object could be detected over a longer range in the same

0 amount of time (i.e., it could move at faster speeds and still be detected). As shown in
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Table 11, the sensor's sampling rate (based on an operating frequency of 34 Hz)

decreases as the vehicle or target speed increases, where the minimum amount of data

points required to accurately represent a target's movement is at least about 10. Thus,

within the manufacturer's published range of 3 m, the sensor can effectively detect a

moving target up to about 20 mph. If further testing shows that the sensor can detect

objects out to 6 m, then it may be possible for the sensor to be operated at 45 mph.

Table- 1. Number of data samples from the sensor as a function of vehicle or target
speed.

Speed Number of Samples Number of Samples
(mph) over 3 m over 6 m

5 45.63 91.27
10 22.82 45.63
15 15.21 30.42

20 11.41 22.82
25 9.13 18.25
30 7.61 15.21
35 6.52 13.04
40 5.70 11.41
45 5.07 10.14
50 4.56 9.13
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Chapter 6
Sonic Cone Testing

6.1 Testing Procedure

Starting with a box placed 0.25 m out along the sensor's centerline and 1.0 m to the

left of the centerline, the box was then moved at 0.25 m increments until it was 1.0 m to

the right. Next, the box was placed another 0.25 m along the sensor's centerline, and the

box was moved from left to right. This process was repeated until the box was 3.0 m

along the centerline from the sensor. The experimental setup is illustrated in Figure 18

and shown in Figure 19. As the target is displaced away from the centerline, the sensor

actually detects the near edge of the box instead of the center, as depicted in Figure 20.

The collected distance data from the sensor was compared to this possible range. A

diagram depicting the sensor's sonic cone was then constructed from the results.

Box Distance from

the centerline

N

D c .tDistance along
Distance to the th eteln

\ the centerline

box midpoint
N

0 Figure 18. Depiction of the sonic cone testing setup.
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Figure-.19. Experimental setup -for- the sonic cone testing.

Box

- \ . Distance to
\ t the near edge

, of the box

Figure 20. Depiction of the possible displacement range detected by the sensor for the
sonic cone testing.
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6.2 Results of the Testing

The results of the sonic cone testing are shown in Table 12, and a diagram depicting

the sonic cone derived from the collected data is presented in Figure 21. Results

presented in parentheses indicate values close to but outside the actual possible range, as

illustrated in Figure 20. Results in square brackets correspond to erroneous values

returned by the sensor, such as when no object was detected.

As shown in Table 12 and Figure 21, the data suggests that the sonic cone is

asymmetrical about the sensor centerline, with about a 200 coverage area on the right

with respect to the centerline and a 15' coverage area to the left with some areas of

marginally accurate detection. Overall, the sensor performed well in detecting the target

object, and the experimental sonic cone is similar to that published by the manufacturer.

Table 12. Distance data from the ultrasonic sensor as compared to the measured distance
between it and the midpoint of a box placed at various distances from and
along the centerline.

Distance Distance from the Centerline
along the Left Center Right ....

Centerline 1.0 m 0.75 m 0.50 m 0.25m 0 m 0.25 m 0.50 m 0.75 m 1.0 m
0.25 m [5.95[5.5.95] [5.95] [5.95] 0.26 [5.95] [5.95] [5.95] [5.95]
0.50 m [5.95] [5.95] [5.93] 0.53 0.50 0.55 [5.94] [5.95] [5.95]
0.75 m [5.93] [5.93] 1.97 0.79 0.76 0.77 [5.93] [5.93] [5.931
1.00 m [5.92] [51.91] 1.10 1.02 1.00 1.01 1.08 [5.92] [5.92]
1.25 m [5.92] [5.92] 1.32 1.26 1.24 1.24 1.31 [5.91] [5.91]
1.50 m [5.92] 1.69 1.60 1.55 1.54 1.50 (1.68) [5.91] [5.91]
1.75 m [5.91] 1.86 1.77 1.75 1.77 1.76 1.81 [5.91] [5.91]
2.00 m [5.92] 2.13 2.07 2.04 2.02 2.02 2.05 (2.98) [5.91]
2.25 m [5.91] 2.38 2.32 2.28 2.27 2.26 2.33 (2.76) (2.96)
2.50 m [5.91] [5.36] 2.56 2.53 2.52 2.51 2.54 [3.86] [3.36]
2.75 m [5.91] (2.98) 2.82 (2.79) 2.77 2.76 2.79 (2.95) (3.05)
3.00m [5.91] [5.91] 3.07 (3.05) 3.03 3.03 (3.14) (3.18) (3.25)

36

156



3m

~v Detection with
good accuracy 2 m

[ ]Detection with
marginal accuracy

Figure 21. Depiction of the ultrasonic sensor's sonic cone.

6.3 Conclusions from the Testing

The sonic cone asymmetry was not a big surprise, with greater coverage area on the

transmitter side of the sensor. This makes sense since an object further out toward the

receiver side of the sensor would encounter less of the projected sound wave from the

transmitter, whereas the opposite is true on the transmitter side. As suggested by the

limited coverage closer to the sensor, application in a vehicle pre-crash sensing system

would require the use of multiple sensors for complete coverage of the vehicle's frontal

area.

0
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Although the testing only went out to 3.0 m from the sensor, the static-static testing

results suggest that it may also be useful to know what the sonic cone would look like if

the test object were placed at even greater distances. Furthermore, it may be worthwhile

to perform another round of testing with the sensor placed vertically instead of

horizontally (as was previously done) to determine whether the orientation of the sensor

has an effect on the sonic cone.
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Chapter 7

Clutter Testing

7.1 Testing Procedure

Clutter testing was conducted to evaluate the sensor's ability to distinguish between

the target of interest and a clutter object within the sensor's sonic cone. In terms of a

vehicle pre-crash sensing system, the objective of this test is to determine how well the

on-board sensor can distinguish between a potential threat and clutter, like high-volume

traffic. Two clutter tests were performed, the first involving a vehicle and a column

(pole) acting as clutter. A metal column (of 0.205 m diameter) was located about 1.0 m

to the left of the vehicle's left edge at a distance of about 1.80 m along the centerline of

the sensor, as depicted in Figure 22 and shown in Figure 23. The left edge of the vehicle

front bumper was placed along the sensor's centerline and moved away from the sensor

up to 3.0 m in increments of 0.25 m. The measured distance to the vehicle bumper and

the collected data from the sensor were compared and analyzed to determine the sensor's

vehicle detection cutoff point.

L Vehicle

0.95 m

1,87 m

Figure 22. Experimental setup for the vehicle-pole clutter test.
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Figure 23. Vehicle-pole clutter test setup.

The second clutter test involved another vehicle as a clutter object instead of a pole,

with the vehicle to be detected by the sensor on the right and the clutter object on the left,

as depicted in Figure 24 and shown in Figure 25. The clutter vehicle was held fixed as

the right edge of the test vehicle's front bumper was moved away from the sensor in 0.25

m increments along the sensor's centerline up to 3.0 m. The target detection cutoff point

was then determined from the measured and sensed distance data.

7.2 Results of the Testing

The clutter testing results are tabulated in Tables 13 and 14. It is clear from the data

in Table 13 where the transition occurs, or when the sensor stops detecting the target

vehicle and begins to detect the clutter object (pole). It is not so clear for the vehicle-

vehicle clutter testing, as shown in Table 14. When vehicles were used for both the target

and clutter objects, there was quite a bit of scatter in the data from the sensor after the

point at which transition should have occurred.
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Figure 24. Experimental setup for the vehicle-vehicle clutter test.
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Figure 25. Vehicle-vehicle clutter test setup.
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Table 13. Measured distance to the edge of a vehicle front bumper as compared to
distance data from the sensor with a pole used as a clutter object.

Distance Distance
Measured DiSe Deviation Measured DiSe Deviation

Distance ()istance (m) Sensor (M)
froa m )Snoi) Ditne(n Data (mn) _____

0.25 0.31 0.06 1.75 1.74 -0.01
0.50 0.51 0.01 2.00 1.98 -0.02

0.75 0.72 -0.03 2.25 2.15 -0.10
1.00 0.97 -0.03 2.50 2.13 -0.37
1.25 1.25 0.00 2.75 2.13 -0.62
1.50 1.49 -0.01 3.00 2.13 -0.87

Table 14. Measured distance to the edge of a vehicle front bumper as compared to
distance data from the sensor with another vehicle used as a clutter object.

Measured Distanceeasured Distance Deviation
from Sensor from SensorDistance (m) Data (m) (m) Distance (m) Data (n) (m)

0.25. 0.25 0.00 1.75 1.74 -0.01
0.50 0.49 -0.01 2.00 1.99 -0.01
0.75 0.72 -0.03 2.25 2.12 -0.13
1.00 0.99 -0.01 2.50 (2.49) (-0.01)
1.25 1.22 -0.03 2.75 (2.76) (0.01)
1.50 1.42 -0.08 3.00 (2.08) (-0.92)

7.3 Conclusions from the Testing

The results of the clutter testing show that the sensor had a difficult time

distinguishing between the target and clutter object when both were vehicle bumpers.

When the sensor should have been sensing the clutter vehicle, it would flip-flop between

detecting it and the target vehicle. The geometry of the clutter vehicle's rear bumper may

have been a factor, causing the projected sound waves to be dispersed. A similar

problem was encountered when performing the static-static testing, in which placement

of the sensor and the geometry of the vehicle rear bumper affected the measured

displacement. Thus, an issue to consider for application in a pre-crash system is where

sensors should be mounted in a front bumper relative to another vehicle's rear bumper to
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minimize inaccurate readings and to what extent various bumper shapes have on the

sensor readings.

0

0
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Chapter 8

Static-Dynamic Testing

8.1 Testing Procedure

The final round of testing involved moving the sensor away from a test object, or

vice versa (whichever was easier to do), a distance of about 2.0 m along its centerline

over a time period of roughly 2.0 to 4.0 sec, as depicted in Figure 26. To accurately

determine the position of the target relative to the sensor as a function of time, the

sensor's LabVIEWTgM VI was modified to include distance data from a string

potentiometer, or string pot. A close-up of the string pot and a picture of the modified

sensing system are shown in Figures 27 and 28, respectively. For more information on

the modified VI and the string pot, see Appendix A, Section 2.

As shown in Figure 29, an assistant was needed to hold the end of the string pot

cable next to the target object because of the considerable amount of force needed to pull

the cable. Also, Figure 30 shows a close-up of the sensor and string pot assembly used

for testing. The tests were performed for a variety of test objects, including different

sized poles (one with a diameter of 0.205 m, and the other 0.095 m), a box, a vehicle rear

bumper, and a pedestrian. The distance data from the sensor was then compared to the

data generated by the string pot.
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object

String
pot

I / +

Figure 26. Experimental setup for the static-dynamic testing.

Figure 27. Close-up of the string pot.
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-String pot

DC power
supply

Figure 28. Ultrasonic sensing system with the string pot included.

Assistant

Sensing
system

Figure 29. Static-dynamic testing setup.
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String pot

Ultrasonic
sensor

DC power
supply

Figure 30. Close-up of the static-dynamic testing setup.

8.2 Results of the Testing

The results for the static-dynamic testing are presented in Figures 31 through 38, in

which displacement of the target objects away from the ultrasonic sensor as measured by

the string pot and sensor is plotted over time for comparison. As the figures show,

overall the sensor accurately measures the displacement of the test object '(with

occasional scatter), with the exception of the pole (0.095 m in diameter) as a target.

Multiple trial runs with the pole as shown in Figures 33 through 35 indicate that the

sensor consistently underestimates the displacement of the pole. Also of interest is what

happens when the string pot cable reaches its maximum length. Figure 31 clearly

indicates when the string pot is maxed out, resulting in a horizontal line at about 2.1 m.

In this case, the sensing system was still moving when the string pot reached its
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maximum range, and therefore the sensor continued to measure a displacement. The

results of the static-dynamic testing are summarized in a deviation-vs.-displacement

curve in Figure 38.
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Figure 31. Displacement of a box away from the ultrasonic sensor as a function of time
as compared to the displacement measured by the string pot.
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Figure 32. Displacement of a column away from the ultrasonic sensor as a function of
time as compared to the displacement measured by the string pot.

48
168



2.5-

2.0 
0~0 00, O

2.00

1.5 -
000

E

"* 1.0o

0.5

0.5 o Sensor
a String pot

. . . .. 0.0 0
0.0 1.0 2.0 3.0 4.0 5.0

"Time (sec)

Figure 33. First test for the displacement of a pole away from the ultrasonic sensor as a
function of time as compared to the displacement measured by the string pot.
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Figure 34. Second test for the displacement of a pole away from the ultrasonic sensor as
a function of time as compared to the displacement measured by the string
pot.
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Figure 35. Third test for the displacement of a pole away from the ultrasonic sensor as a
fumction of time as compared to the displacement measured by the string pot.
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Figure 36. Displacement of a vehicle rear bumper away from the ultrasonic sensor as a
function of time as compared to the displacement measured by the string pot.
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Figure 37. Displacement of a pedestrian away from the ultrasonic sensor as a function of
time as compared to the displacement measured by the string pot.
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Figure 38. Absolute deviation as a function of displacement for various test objects used
in the static-dynamic testing.
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83 Conclusions from the Testing

The sensor performed very well in the static-dynamic testing except when the target

object was a small-diameter pole. The sensor consistently underestimated the pole's

displacement, and the reason for this behavior is still unclear. One would expect the

sensor to overestimate the displacement, not the opposite. Although the underestimate

was not a considerable amount, it could lead to problems when pre-crash safety

maneuvers are performed (i.e., false signals from the algorithm causing airbags to deploy

when not needed). It would be beneficial to conduct this portion of the testing for various

diameters between the two extremes used (0.205 m and 0.095 m) to determine at what

size pole the readings from the sensor should be questioned.

Also, as indicated in Figure 31, it is possible for the string pot to max out but

continue to record movement with the ultrasonic sensor. This problem can be alleviated

by securely mounting the string pot to the sensing system since it was being held by hand

during testing and could have slipped. Furthermore, several of the runs generated

streams of data that had a few outliers. This is especially typical when a pedestrian is

used as a target object because skin and clothing may diffuse the transmitted sound

waves. These outliers can be eliminated by filtering the collected data. Also, it should be

noted that the sensing system (or target) was moved at an uncontrolled speed; that is,

although it was desirable to move the sensing system (or target) at a constant velocity for

each round of testing, this was nearly impossible to accomplish with the given

experimental procedure.
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Chapter 9
Final Conclusions and Recommendations

9.1 Other Considerations

In addition to the need for further testing of the ultrasonic sensor, a number of

improvements could be made in data collection and interpretation, including revisions to

the current data acquisition algorithm and the use of a data filter.

Several issues came up during development and testing of the sensing system

algorithm. First, even though the ultrasonic sensor could operate at a frequency of about

34 Hz, the elapsed time per displacement measurement from the LabVIEWT
M VI averages

about 0.05 sec at best, or a frequency of only 20 Hz. Another algorithm-related issue

deals with the considerable slowdown in the frequency of data collection when the

system is run for long periods of time. When the algorithm is started, the average time

per measurement is about 0.05 sec. After about 10 to 20 sec of operation, a noticeable

slowdown in the data collection frequency occurs, gradually worsening until the average

time per measurement approaches about 0.2 sec, or 5 Hz. By this point the ultrasonic

sensor is rendered useless since it cannot generate a sufficient amount of data at such a

low sampling frequency. Lastly, there are a number of revisions that could be made to

the current VI to improve sensor performance. For example, instead of setting a data

collection frequency, a feedback loop that adjusts the sampling rate could be

implemented since objects that are close to the sensor can be detected at higher

frequencies and vice versa. Another improvement to consider is to create a buffer in

which collected data is temporarily placed until execution of the VI is stopped, at which
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point the data is saved to a file. By establishing a buffer, the VI can concentrate entirely

on collecting data as quickly as possible. These revisions to the data collection algorithm

would greatly enhance the performance of the ultrasonic sensor.

For the most part the ultrasonic sensor returns accurate displacement data, but on

occasion there is some scatter. For this reason it may be worthwhile to investigate the

use of a filter to eliminate outliers in the collected data. One such filter is a Kalman filter,

and the results of Table 15 suggest that it can effectively filter a set of collected data. For

more information on how a Kalman filter works, refer to Grewel and Andrews' Kalman

Filter: Theory and Practice Using MATLAB [8].

Table.15,. Kalman filtered and unfiltered distance data,.
Unfiltered Kalman

Distance (m) Filtered Distance (in)
0.000 0.000
0.006 0.001
0.013 0.005
0.017 0.012
0.021 0.019
0.025 0.025
0.024 0.027
0.031 0.031
0.033 0.034
0.035 0.036
0.037 0.038
0.039 0.040

Although it is a decent filter, a Kalman filter does have several disadvantagei. For

one thing, it requires about 5 iterations before it converges, and so the first portion of the

filtered data is largely incorrect. However, since the sensor is intended for use over

extended periods of time as part of a vehicle pre-crash sensing system, simply ignoring

* the first 5 data points would have very little effect on the sensor's overall performance.
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Also, the Kalman filter requires a fixed time step, whereas the elapsed time per

displacement measurement from the sensor fluctuates. This is not so much a problem

when the sensor is operated for short periods of time, where the average time per

measurement is relatively constant. However, the gradual slowdown that occurs when

the sensor is run for a long time is can become a problem. As of now, use of a Kalman

filter should be limited to data collected over short periods of sensor operation until the

VI can be modified to eliminate the gradual slowdown in data collection.

9.2 Summary of the Conclusions and Recommendations

The following is a summary of the conclusions and recommendations based on the

experimental data from the ultrasonic sensor and the algorithm used to collect it-

* The sensor effectively measures the displacement between it and a variety of test

objects (including boxes, columns, vehicles, pedestrians, etc.) within the

manufacturer's published range of up to 3.0 m under a number of testing conditions

(static, sonic cone, clutter, dynamic, etc.). It is also possible to detect objects at

distances greater than this range with mixed results.

* Further testing should be conducted using objects with a wider variety of

geometries and orientations relative to the sensor, including when these objects are

placed further than the published range. Also, the effect of changing the orientation

of the sensor (i.e., when placed vertically instead of horizontally) on the accuracy of

the collected data should be investigated.

* The current algorithm used to operate and collect data from the ultrasonic sensor

should be modified to obtain a faster data sampling rate; eliminate slowdown in the

program when operated for long periods of time; establish a buffer to temporarily

55

175



* store collected data that is saved to file after execution of the algorithm is stopped;

and implement a feedback loop to adjust the data sampling rate based on the target

object's location.

Use of a Kalman filter (or another type of filter) should be investigated to eliminate

scatter in the collected data and then implemented when the before mentioned

revisions to the sensing system algorithm have been achieved.

The-aboVe findings suggest that, although further testing and some revisions to the

current sensing system are needed, the Devantech SRF04 Ultrasonic Range Finder is a

good candidate for a vehicle pre-crash sensing ýsystem up to a vehicle or target speed of

aboUt 20 mph, with'the possibility of an increase in the-operating speed.
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Appendix A

Detailed Schematics and Parts List

A.1 Detailed Sensing System Schematics

Figure 39 is a CAD drawing provided by Acroname Inc. [9] of the Devantech

SRF04 ultrasonic range finder. The CAD drawing is actually of the manufacturer's

SRF08 model, but the SRF04 and SRF08 are identical in shape and size.

Figure 39. CAD drawing of the ultrasonic sensor.

The sensor consists of a rectangular circuit board from which extend four color-

coded wires corresponding to a +5V power input (red), ground (black), an input pulse

(blue), and the return signal (white). Mounted on the front of the circuit board are two

cylindrical housings protecting the two ultrasonic transducers, one for generating a sound

wave from the input pulse and the other for detecting the echo. Among performing many

other functions, the sensor's circuitry converts the detected echo into a digital signal from

which the pulse width is measured.
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The ultrasonic sensor's color-coded wires are interfaced with the 1/0 connector

block as shown in Figure 40.

(2) (3)

(1)

(4)

Figure 40. Color-coded wires from the sensor hooked up to the 11O connector block.

Wire 1 (red) corresponds to the sensor's power input and is connected to the 1/0

block's +5V power terminal (+5V, FUSED), pin 8. Wire 2 (black) is connected to

ground (DGND), pin 13, to complete the circuit. It should be noted that the connector

block has several DGND terminals; the decision to use pin 13 was arbitrary. Wire 3

(blue) carries the input signal generated by the LabVIEWTM algorithm from the 1/0

block's counter 0 to the sensor. The wire is connected to pin 2 (GPCTRO0OUT), the

counter's output terminal. Finally, wire 4 (white) sends the return pulse from the sensor

to counter 1. It is connected to pin 41 (PFI4/GPCTR1_GATE), the counter's input

terminal. The connections are summarized in Table 16.
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Table 16. Connection guide for interfacing the sensor with the 1/0 connector block.
Wire (Number) Pin No. Signal

Red (1) 8 +5V, FUSED
Black (2) 13 DGND
Blue (3) 2 GPCTRO OUT
White (4) 41 PFI4/GPCTRIGATE

The LabVIEWTM algorithm, or virtual instrument (VI), created to generate an input

pulse and acquire data from the sensor is presented in Figure 41. The following is a step-

.. by-step breakdown of the diagram's main components and functions.

Referring to Figure 42, when the program is executed it asks the user to choose a

location where collected data will be saved to.

Prompt
F5elect a data file to write,

S•o

unction
14*create or replace

Figure 42. Prompting the user to choose a location to save collected data to.

Figure 43 shows the block diagram responsible for generating a pulse that is sent to

the sensor. The first block creates a pulse based on information provided by the user on

the front panel (see Figure 44), including the pulse frequency, duty cycle (the pulse width

divided by the period), idle state (low or high), and the counter used to generate the pulse.

Next is the "DAQmx Timing" block which specifies the mode of pulse generation

(continuous) and sets the timing source ("implicit" refers to the counter). The final block

initializes the pulse generation.
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Duty Cycle

Figure 43. Generating an input pulse for the sensor based on time information provided
by the user on the front panel.

m rum

Figure 44. Front panel where input pulse characteristics are specified by the user and
collected data is displayed.

The block diagram in Figure 45 measures the return pulse width, calculates the

distance between the sensor and the detected object, and then displays the pulse width

and distance data on the front panel. The first block specifies which edge of the return

signal to start measuring time and the counter used to do so. The second block reads the

measured pulse width from the counter, and then the task is stopped. The pulse width is

then used to calculate the relative displacement' which is displayed along with the pulse

width for the user. Finally, these two numbers are formatted into strings.
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Figure 45. Measuring the return pulse width, calculating the relative displacement, and
... .displyinPgcthesinformatio for tusr..

Figure 46 shows the diagram used to keep track of the elaPsed time per run; that is,

it times how long it takes for the system to generate the pulse, send it out, receive a return

--------- 1
Getsi3

Sa dmse t pse Width. Te ll G etPerfCtrj

Precsio 171.6

.... ...... i fRunser.

Figure 46. Measuring the elapsed time per run and displaying the information on the

front panel.
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The block diagram in Figure 47 takes all the strings (return pulse width, distance,

and elapsed time) and creates an array, which is then saved to the user-specified file. The

file is closed when the user signals the end of data collection. Note that a heavy gray line

separates the "Write to File" and "Close File" blocks. This line is part of the "while

loop" that encloses the block diagrams in Figures 43, 45, 46, and 47. The "while loop"

allows the VI to acquire and record data continuously until told to stop.

Part of
"while loop"

Figure 47. Creating an array of data and saving it to file.

A.2 Addition of the String Potentiometer

To accurately determine the position of the target relative to the sensor as a function

of time for the static-dynamic testing, the sensor's LabVIEWT'M VI was modified to

include distance data from a string potentiometer, or string pot. According to the

manufacturer of the device, SpaceAge Control Inc. [10], the string pot consists of a

stainless steel cable that is wound on a threaded drum attached to a rotary sensor. When

the cable is pulled on, the threaded drum rotates and the rotary sensor generates an

electrical signal linearly proportional to the distance the cable is pulled. The string pot

generates a signal of 0 to 5 V over a range of about 2.1 m.
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The additional connections to the 11O block for the string pot are shown in Figure

48. Wire 1 (white) corresponds to the high output voltage signal from the string pot and

is connected to pin 68 (ACHO). Wire 2 (yellow) is the string pot's low output signal and

is attached to pin 34 (ACH8). It should be noted that the yellow wire was actually

soldered onto a green wire that connects to the string pot.

(1)

(2)

Figure 48. Additional color-coded wires from the string pot hooked up to the 1/0 block.

The string pot has an additional two wires, red and black, that are connected to a

DC power supply, as shown in Figure 49. To be run in differential mode, in which

LabVIEWTM takes the difference between the high and low voltage signals from the string

pot, the device requires a minimum of 12 V.
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DC power
supply Red wire

/(+v)

Black wire

String pot (-V)

Figure 49. String pot attached to a DC power supply.

The connections for the string pot are summarized in Table 17.

Table 17. Connection guide for interfacing the string pot with the I/O connector block.
Wire (Number) Pin No. Signal

White (1) 68 ACHO
Yellow (2) 34 ACH8

Red (--) -- +12 V (Power Supply)
Black (--) -12 V (Power Supply)

The modified LabVIEWT block diagram with data acquisition from the string pot is

shown in Figure 50. Referring to Figure 51, the first block establishes that an analog

voltage signal is to be read by analog input channel 0. Also, the mode of data acquisition

is set to differential, where the maximum and minimum possible output voltages are

±5 V. The second block establishes the data acquisition rate and characteristics,

including a sample rate of 1000 Hz and whether to continuously sample data (continuous

mode) or stop after the specified amount of samples (finite mode). The number of
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samples (in this case 10,000) as well as the sample rate can be chosen arbitrarily so long

as the algorithm returns a stream of voltage data. If the number of samples and the

sample rate are too low, then the program will only return a single value. The third and

fourth blocks execute data acquisition on the requested channel and read the data from

the string pot, respectively. The last block stops execution and is optional - the algorithm

will work properly even without this block.

Figure 51. Establishing an analog voltage input channel and reading the voltage datafrom the string pot.

Figure 52 shows the block diagram for displaying and recording the information
from the string pot. The voltage data read from the string pot is converted into a

displacement based on the manufacturer's output voltage range of 0 to 5 V and the

sensor's calibrated distance range of about 2.17 m. This distance data is then formatted

into a string and saved to file along with the other information from the ultrasonic sensor.

Figure 52. Displaying and saving the distance information from the string pot.
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A.3 Parts List

The components of the final design are tabulated in Table 18.

Table 18. Components of the ultrasonic sensing system.
Component Manufacturer

Devantech SRF04
ultrasonic range finder

Trinitron Multiscan Sony
210GS monitor Sony

OptiPlex GX1 10 Dell
computer CPU

Rolling cart --
S. ...P C I-622 1 -d~t-a.. ........ . . . . . . .acquisitio cad National Instruments

acquisition card

SCB-68 shielded 110 National Instruments
connector block _

String potentiometer SpaceAge Control Inc.
Adjustable DC Hewlett-Packard
po.wer supply
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Appendix B

Supporting Derivations

B.1 Displacement and Average Velocity

When connected to an oscilloscope or computer software, an ultrasonic sensor's

output and received signals will produce pulses similar to those in Figure 53. These

pulses are actually electrical signals corresponding to the pure output and received signals

having gone through additional computation in the sensor circuitry. The time delay,

tdelay, or the difference between the time the output pulse was sent and its echo was

received, is used to determine the distance between the sensor and an object.

output

Sk--- ---- ----

ReceivedS... .. • t .:___J• " signal

t delay

Figure 53. Oscilloscope screen capture of an ultrasonic sensor's output and received
signals after having gone through additional computation in the sensor
circuitry.
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When calculating the distance between the sensor and an object, only half of the

measured time delay is used, as shown in Figure 54.

At

tdrlay

Ax

Figure 54. Diagram showing how the distance between the sensor and an object, Ax, is
determined.

Beginning with the definition of velocity,

dx

dt
Ax

At

Rearranging to solve for the distance between the sensor and an object, Ax,

replacing velocity, v, with the speed of sound, c, and substituting At with half of the time

delay gives

1
Ax - Ct delay
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The speed of sound, c, is governed by the following equation:

or

c = Fk-T

where k is the ratio of specific heats, R is the universal gas constant, M is the molecular

weight of dry air, and T is the air temperature in absolute scale. According to Bohn [4],

the ratio of specific heats can be rewritten as

k d+2

d

where d is the degrees of freedom of air molecules. Air can be approximated as a

diatomic gas, and diatomic molecules have 5 degrees of freedom. Therefore,

7

5

Bohn [4] explains that the presence of water in air causes the average number of

degrees of freedom to increase by a fraction of molecules in moist air that are water, y:

k* 7+y
5 +y

where * denotes quantities corrected for humidity. Also, the average molecular weight of

dry air decreases with added moisture. The composition of dry air according to Yunus A.

Cengel and Michael A. Boles [11] in Thermodynamics: An Engineering Approach, 4th

Ed. is summarized in Table 19.

0
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Table 19. Composition and molecular weight of dry air.

Element Percentage Molecular Weight
N(%) (kg/nol)

Oxygen (02) 20.9 31.999
Nitrogen (N2) 78.1 28.013

Argon (Ar) 0.9 39.948

Thus, the average molecular weight of dry air is

M = (%0 2)Mo2 +(%N 2 )MN, +(%Ar)MM
kgo)+ 0.781(28 -0!)+ 0.009(39.948 k

M M= 28.925 kg

According to Bohn [4], the average molecule weight of moist air, M*, is given by

M* =M-(M-M,)y

where Mw is the molecular weight of water, or 18.015-F. Therefore, the 'average

molecular weight of moist air is

M* = 28.925-(28.925-18.015)y kg

M* = 28.925-10.910y kg

Relative humidity, q5, is defined as the following:

where P, is the vapor pressure of water at temperature T, and Pg is the saturation

pressure of water at the given temperature. The vapor pressure of water is given by

Pv= YP.tm
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where P.. is atmospheric pressure. Combining these two equations gives

Ypatin

PgTT

Awn = bPg)
y~Po

a~tm

Thus, the ratio of specific heats corrected for humidity and the average molecular

weight of moist air are, respectively,

k* = aPm

5+ 2'

and

M* = 28.925 -10.910( j)T)

The speed of sound corrected for temperature and humidity effects is given by

c*= k* T

The previous expression can be written as the following with respect to a reference

value for the speed of sound, crf" j-
c* k-• TM*

C ref 2LRL!I

kre M*f T~f

reMref

c* = c~f"ref M*TfO
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Taking the reference to be dry air at 0°C, the speed of sound is

ref = ref M rf

Cref. = j(1.4)0.2870 kg K )273.15 K)

Cref = 331.29 m/sec

Thus, the final expression for the speed of sound in m/sec corrected for temperature

and humidity is

c*=331.29 Pt. 28.925 T

S14 5+ P 28.925_10.910 (P )T 273.15

Therefore, the distance between the sensor and an object is given by

[7 + p----g2892T

Ax 1 (331. 2 9 )tdelay [ Pat. 28.925 7.T

2 I145 bg 9 (S )Ts 273.151.4 5+ P,,J28.925-10.910 Pt

P atm Pat.~

where Ax is in m, tdly is in sec, T is in Kelvin, and pressure terms can be in any units

as long as they are consistent.

At this point, it would be nice to know how sensitive the calculated distance is to

temperature and humidity effects; that is, how much of an effect do temperature and

humidity have on the calculated distance over the expected range of use? To answer this

question, a sensitivity analysis will be performed, starting with the effects of temperature.

The sensitivity of the calculated distance with respect to temperature, SMT, is

defined as
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SA aT- NOP

where NOP stands for the nominal operating point of the system. Parameters

corresponding to the NOP are arbitrarily chosen, and the values to be used for subsequent

sensitivity calculations are summarized in Table 20.

Table 20. Nominal operating point parameters and their values.
Parameter Value

Temperature,- T 20'C (293.15 K).

Relative humidity, 4 30%

Saturation pressure of water, Pg ), 2.339 kPa

Atmospheric pressure, P,, 101.3 kPa

Time delay, tdelay 5,0 ms

Beginning with the expression for the distance between the sensor and an object,

Ax, and rearranging to gather all constants with respect to temperature gives

Ax=1(331.29)tdelay -4• i L + tm1 28.925 1

2 1.415 + 1 4 Pg Ti 28.925 -10.910( &)T"I 273.15

~~tm J Patm)

Replacing the constants with C greatly simplifies the equation to

Ax= Cr-

Calculating the partial derivative of the distance with respect to temperature yields

a(Ax) 1 1

a(Ax) C

aT 24f
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Evaluating the. expression at the nominal operating point values summarized in

Table 20 gives the sensitivity:

SAx (Ax)S ar T NOP

m

S&IT = 0.001465 -°C

The effect of temperature on the calculated distance can be presented graphically by

plotting the change in distance, a(Ax), against the change in temperature, aT, about the

nominal operating point, where the sensitivity, SIT, represents the slope of the line.

Such a plot is provided in Figure 55.
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Figure 55. Sensitivity of the distance between the sensor and an object with respect to
temperature, relative to a nominal operating temperature of 20'C.
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As with temperature, the sensitivity of the calculated distance due to humidity *
effects is simply the partial derivative of the distance with respect to humidity, evaluated

at the nominal operating point:

a(Ax)
S.Ax/H aH NOP

where the humidity, H, is defined as the product of the relative humidity and the

saturation pressure of water at the temperature of interest, or

H =0 6Pg ) T

Starting with the expression for the distance between the sensor and an object, and

rearranging to gather all constants with respect to humidity gives

1 .28..925PatmT j PtH
A 2 (331.29)td, .1.4(273.15) TI(5P• + HX28.925P. -10.91 OH)

Substituting the constants with C simplifies the equation to

= Ci 7Pt + H

A (5P ± +HX28.925P,, -10.910H)

Taking the partial derivative with, respect to H and evaluating it at the nominal

operating point gives the sensitivity:

m

SAx/H =0.001361 --

kPa

Note that H is varied by changing the humidity ratio. Temperature is held constant,

and so the saturation pressure of water is also constant. Therefore, for convenience,

Figure 54 shows the variation in, distance, a(Ax), with changes in humidity ratio,

OH

a= P--- about the nominal operating point.
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As shown in Figures 55 and 56, neither temperature nor humidity has a great effect

on the calculated distance between the sensor and an object. Even on a respectably warm

day (about 30'C), the error in the distance will only be about 0.02 m, or 2 cm. Likewise,

even at 100% relative humidity (a 70% increase with respect to the nominal operating

point), the error is even less by about a factor of 10. These findings show that the

expression for the distance between the sensor and an object can be greatly simplified in

two ways: humidity effects can be ignored, and the speed of sound can be evaluated at a

nominal temperature of 20TC with very minimal error in the calculated distance. Thus,

the new reference speed of sound is
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c= k -jý'T

C= 1(1 .4)0.2870 kJ )(293.15 K)
kg -K)

c = 343.20 m/sec

Therefore, the distance between the sensor and an object is given by

1
S- Ctdelay2

.. . (17l-:60)tdelY

where Ax is in m and tdelay is in sec.

With the distance between the sensor and an object determined, the velocity of the

object can now be found. Figure 57 shows two output and received signals in succession.

• •_i~...... ...... .++

Figure 57. Multiple output and received signals.
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To estimate velocity, both the time delays and average times are considered. The

average time for the first signal, t1, is given by
1

ti = to1 + I (tr -to,)
21

tI tr +to,)
2

Similarly, the average time for the second signal, t2 , is
1

t2 =-(t2 +t.t21
2

Figure 58 demonstrates the relative velocity between the sensor and an object which

are moving toward each other. Positive movement is defined as to the right.

S~X1 .

X 2  t

ti
t2

I I"

I ,1 I
t / L_... .

Figure 58. Relative velocity between the sensor and an object moving toward each other.

The velocity of the object relative to the sensor is expressed as

•objectlsensor = iobject - Vsenor

Rearranging to solve for the object's velocity gives

ýobject - object/sensor + ýsensor
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Starting from the definition of velocity to solve for the velocity of the object

relative to the sensor,

dx
Vobject/sensor dt

• Ax

At

Vobject/sensor -t-

t2 -tl

Thus, the object's relative velocity is

-ct do y,2 --2 ctdelay,
Pobject/sensor 2 j 2

(t. 2 + t). I (t01 + tr)
2 2

C(tdelay,2 - tday, )

"Vobject/sensor (t. 2 + ty) - (t.1 + trI)

Therefore, the absolute velocity of the object is found as follows, assuming the

velocity of the sensor is known:

- (3 4 3.2 0)(tdeay,2 ýtdelayi) -

object (to2 +t,)2 (t.1 +tri)

where all velocities are in m/sec and all times are in sec.

B.2 Equation of Motion for a Ball Falling through Air

The free-body diagram of a sphere of diameter D and mass m falling through air is

depicted in Figure 59. Considering the effects of air resistance, the aerodynamic drag on

the falling sphere can be expressed as

Fhg CDpairAV2
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+ X

Smg nix,

Figure 59. Free-body and mass-acceleration diagrams of a sphere falling through air.

where CD is the drag coefficient, Pak is the density of the air, A is the frontal area of the

sphere, and v is the velocity. The sphere's drag coefficient is- a highly nonlinear fuinction

of its Reynolds number, ReD, which is dependent on the sphere's velocity and diameter

and the kinematic viscosity, v, of the air:

CD = f(ReD)

vD
ReD =-

V

The sphere's frontal area, A, is simply its projected area, or

A=;D2
4

Substituting the above expression for the frontal area, the drag force on the sphere

can be written as

2 (4C2 2

Fd~g = 1 CDPair D2V2
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From the free-body and mass-acceleration diagrams of Figure 59, the sphere's *
equation of motion is

mg - Fdg = m6ý

Substituting the expression for the drag force into the equation yields

1
Mg- CD PairrD 2 V2 =mx

8

Dividing through by the mass of the siphere and -rearranging thedekpression gives

Cz, PairzD2 V2
•+v=g

8m

Velocity is. simply the derivate. of position with respect to time, and therefore the

equation of motion can be expressed entirely in terms of position as

8mWg

Letting the starting position of the falling ball be x = 0 and dropping it from rest,

the initial conditions for the equation of motion are

x(0) =0
x(0)=o

The equation of motion is a second-order, nonlinear differential equation with one

coefficient that varies nonlinearly with velocity. The solution to the equation of motion

was found using Engineering Equation Solver (EES).
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B.3. EES Code for Solving the Equation of Motion for a Ball Falling through Air

"Solving the differential equation of motion for a sphere falling through air."
"All units are in SI."

"Constants"
D = 0.2413 [m] "sphere diameter"
m = 0.585 [kg] "mass of sphere"
v-o = le-3 [m/s] "initial velocity -- set to value >0 to avoid Re = 0"
x)o = 0 [ml "initial position"
time = 3 [sec] "time period for analysis"
g = 9.81 [m/sA2] "gravitational acceleration"

"Kinematics"
F = m*g "weight of sphere"
m.*a =.F FA_d "force balance"..
Area = pi*DA2/4 "frontal area of sphere"
F_d = Area*Cjd*(1l/2*rho*vA2) "definition of drag force"

"Calculation of Re"
mu = viscosity(Air, T=25)
rho = density(Air,T=25,P=101.3)
Re = rh.o*abs(v)*D/rn.u.
Cd .= exp(interpolatel ('LnRe', 'LnCd', LnRe=Ln(max(.01, Re))))

"Integration"
v = vo+integral(a,t,O,time) "velocity at each time step"
x = xo+integral(v,t,0,time) "displacement at each time step"

$integraltablet:0.05, v,x, C_d
$tabstops 1 in
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Object Detection for Pre-Crash
Sensing and Object Avoidance

........... .......... .................. .......... .. ..... ............ ........ .............. . ................ ...... ...... .......... .. ....... ............ . ......

Dr. Charles Birdsong
Dr. Peter Schuster

Project Goals

+Short term goals
* Improve passenger safety
* Identify sensors that provide classification

information

+Long term goals
* Extend the system to include object type

information and hidden objects
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It's not the fall that kills you...

+it's the sudden STOP!
+Vehicle Crash Safety

* Vehicle vs. occupant deceleration is key
+BUT ...

• Vehicle deceleration can be controlled
m Occupant position range is limited
a Occupant deceleration can be controlled
N Vehicle 'intrusion' also matters

2
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Near-Term Advantages: Airbags

+Increased time between air-bag
initiation and occupant impact- slower
deployment.

*Improved reliability of deployment
decision
"* More likely to deploy air bags during

impact
"* Less likely to deploy air bags spuriously

Other Near-Term Advantages

+Activation of seat belt pretensioners
*Active anti-submarining passenger seats
+Active seating (front or rear impacts)
*Future combination with rear- and side-

impact sensors
+External airbags for pedestrian impacts

3
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Long-Term Advantage:
"Active' Safety Measures

*Warn driver and other road users
+Pre-apply or augment braking
*Auto-steer to avoid object

Needs:

+Greater detection range
+Object size determination

+Object type determination

S

Sensor Fusion

+Sensor Fusion is the combination of
data from multiple sensors into an
information set

+Information set is generally smaller
than sensor set

+Goal: Whole is greater than the sum of
the parts.

2
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Simple Example - Navigation

*Using GPS and inertial navigation
* GPS provides location data directly,

however data may be inaccurate due to
dithering

* Inertial systems provide acceleration data
directly, this can be integrated to provide
location data

0

Navigation Example (cont)

S =aG +±,1 + VTS

v a 0 + ,8 0 + V/ 0 '1 1 ^
At

A 00 0 1La

0
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Types of Data

+Object telemetry
* Position

SSpeed

+Classification
"* Size
" Orientation
"* Motion

Sensors for Telemetry Data

+Laser
+Radar
+Ultrasonic

6
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Radar

7
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Radar (cont.)

Advantages Disadvantages
*Long range 4 Susceptible to
+Multiple target target

tracking recombination
+Integrated with 4 Expensive

other systems (ACC)
+ Already on vehicle

Laser
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Laser (cont.)

Advantages Disadvantages
#Long range 4Slow
+Accurate + Expensive
+ Directional + Subject to weather

+ Directional

Ultrasonic
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Ultrasonic (cont.)

Advantages Disadvantages
4 Low Cost 4 Short range
+Integrated with 4 Non-directional

other systems
+Already on vehicle
+Multiple sensors -

can triangulate

4O

Future Work

+Improve determination accuracy

÷Create object classification system
+Extend the system to cover side

impacts

*Adapt the system for hidden object
detection
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NONLINEAR ANALYTICAL MODELING AND SYSTEM
VERIFICATION UTILIZING A COMBINED SLIDE-ROCK SEISMIC

RESPONSE OF WINE BARREL STACKS

C. B. Chadwell1 , R. Goel 2 and J.M. Stanley3

ABSTRACT

Nearly 90% of California's $45 billion wine industry operates in high
seismic regions, with nearly $15 billion in wine stored in oak barrels
stacked on portable steel racks. Recent laboratory studies and historic
earthquake performance of this storage system indicate a need to better
understand and analytically model the dynamic behavior of rocking to
serve as a basis for earthquake hazard mitigation.

This reportillustrates a theoretical framework and simulation model which
can be used to investigate the dynamic behavior and expected performance
of highly nonlinear models of stacked rigid bodies. The authors
Performed shake table tests with extensive data acquisition on one high
wine barrel stacks in the Parsons Earthquake Engineering Laboratory at
Cal Poly, San Luis Obispo. An analytical model was developed and
calibrated with the test data using transcendental pulse ground motions of
varying amplitude and frequency. Key features of the analytical model
include: 1) nonlinear material and geometric springs for rigid body
rocking, 2) system nonlinear damping for energy lost in pounding, and 3)
coupled Coulomb friction models for relative sliding on various surfaces.

Presented herein are observations and conclusions based on numerical and
physical simulations of full scale barrel stack configurations subjected to
suites of service and design level earthquake ground motions. The report
develops a framework that can be used to better estimate the behavior of
highly nonlinear, combined rocking and sliding systems. More directly, it
provides a critical tool to analytically approximate losses in the wine
industry due to regional earthquakes.

'Assistant Professor, Dept. of Civil and Environ. Engineering, California Polytechnic
State University, San Luis Obispo, CA.
2professor, Dept. of Civil and Environ. Engineering, California Polytechnic State
University, San Luis Obispo, CA.3Student Researcher, Dept. of Civil and Environ. Engineering, California Polytechnic
State University, San Luis Obispo, CA.
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* 1.0 Introduction

The study presented in this report examines the non-linear behavior of portable wine

barrel storage systems subjected to seismic ground excitations. The slide, rock and slide-

rock phenomena, as studied in other works, have been adopted as part of the reasoning in

the analysis. The authors of this paper will systematically examine these response

mechanisms with extensive experimentation, and a computer simulation model. The non-

linear parameters used in the formulation of the model include, Coulomb Friction, for the

interaction of steel, concrete and wood surfaces. Radiation damping will provide a

platform to describe the energy loss during cyclic impact. Coefficient of restitution will

be verified empirically, and calibrated into the computer 'model.

1.1 History of Modern Wine Barrels

Originally constructed for carrying of goods by the Northern Europeans the oak wine

barrel quickly became the transportation medium for Armenian wines furnished to

Babylon in Mesopotamia. Out of happenstance the flavors and aromas of oak nestled in

with the wine to produce a product sought by many who enjoyed the beverage. The oak

barrel has endured millenniums of use and is now almost exclusively used in the

production of fine wines and spirits (Wine Institute, 2005).

Since wine making is an art as well as a science many wine makers go to great extents in

selecting the type of oak that will be used in the barrel. These different types of oak

influence the flavor of the wine by adding subtle accents specific to the oak verity used in

the barrel construction. As the wine stays in the barrel 02 from the surrounding air is

slowly allowed to enter the wine. During this time the wine grows in complexity, while

the harsh tannins are smoothed. Many of the wines final qualities can be attributed to the

oak barrel (Wine Institute, 2005). However, the oak barrel is not the most economical

method of aging the wine. These luxury items range in price anywhere from $450 to $700

(Morrow, 2000). Often times oak shavings are used instead, except these wines generally

fall into the lower price ranges. Wine makers have attempted to produce quality wines

without oak barrels yet popular wine culture tend to disregard this practice. Fine wines
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and spirits have evolved around the use of oak barrels and it is highly unlikely that its use

will diminish.

1.2 California's Wine Industry

The California wine industry has an annual impact of $45.4 billion dollars on the state's

economy, growing nearly 40 percent from 1998 to 2002, and producing the number one

finished agricultural product in the state (Wine Institute, 2005). With all of these wines

being produced in California, most of which require extensive long term storage. The

portable steel wine barrel rack has been adopted as the most common method for storing

oak wine barrels. This very simple rack is constructed from typical steel box sections
welded together. A cradle is constructed both on the top and bottom forming a

symmetrical rack assemblage. Then, barrels can be stacked one on top of the other, in a

very convenient fashion. These stacks are designed for easy transport and relocation for

winery operations and storage. They can be stacked very high to utilize the vertical space

in a warehouse more efficiently, with barrels stacked upwards of six high being common

practice. The racks are equipped with a 7" opening so that a forklift can quickly move

these stacks and access the wines more easily (Topco, 2005). Smaller wine operations

also utilize the portable steel rack because of its familiarity within the industry. Having

an industry standard benefits wine production by providing a large supply of inexpensive

storage devices.

The large presence of wine production in California is most noted by the record shipment

of 428 million gallons of wine to the U.S. in 2004 (Wine Institute, 2005). California has

the fourth largest wine growing region in the world immediately following Italy, France

and Spain (Morrow, 2002). Three out of every four bottles consumed in the United States

comes from California. As wine culture continues to be popular, and consumption

continues to raise production demand, wineries and wine storage practices are at an

increasing level of risk. Nearly 90 percent of all winery operations and storage are

located in seismic zone 4, UBC criterion; most of the annual 428 million gallons

produced annually are contained at these facilities (Morrow, 2002).
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The price of convenience has left the wine industry with a highly unstable storage

method. Unlike other manufacturing processes wine making requires the harvesting,

crushing, and aging of Wines before it can be sold. Most wines age anywhere from six

months to a year, where aging occurs in the oak barrels. Each year only brings one

harvest, unlike other agricultural products that can produce multiple crops. At any give

point in the life cycle of a bottle of wine at least one years supply will be stored. This

poses serious risk to the economic stability of the winery. Historically these stacking

devices have been susceptible to extensive damage during seismic ground excitations.

Unfortunately awareness of the limitations of these sackilg devices has only recently

become a major concern. Previous earthquake damage has indicated that these stacks are

highly susceptible to collapse (Morrow, 2000).

1.3 Previous Performance of Wine Barrel Stacks

During the 1989 Loma Prieta Earthquake, minor to moderate damage was realized in a

few of the wineries located in the Bay Area and Santa Cruz Mountain Wine Regions. The

earthquake occurred on the San Andreas Fault at approximately 5:04pm local time on

October 17, 1989. The earthquake epicentered in Los Gatos, just 16km Northeast of

Santa Cruz, caused minor to moderate damage to the Rosenblum Cellars, Audubon

Cellars, Santa Cruz Mountain Vineyard, David Bruce Winery in Los Gatos, Silver

Mountain Wineries in Los Gatos, and Mirassou Winery among others. The approximate

losses, both direct and indirect, have been roughly estimated at $1.5 million dollars

(Morrow, 2002).

At the time of the Loma Prieta earthquake, many of the wineries had wine barrel stacking

systems that were anchored to the storage facility either to structural walls or foundations.

However, from the mid 1980's, many larger wineries have updated their wine barrel

stacking system to portable steel frames that are easy to handle, reusable, and versatile.

The portable wine barrel stacking devices are not anchored to any structural component

in an effort to facilitate ease and speed of handling for the wine makers. The previous

system of anchoring wine barrels in stacks to structural systems was responsible for

0 keeping the costs of earthquake damage to acceptable levels. More recent earthquakes
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have shown this newer two barrel portable rack system is highly susceptible to collapse

under seismic excitation.

After the Napa Valley-Yountville Earthquake of 2000, epicentered in Napa Valley, only

few wineries reported any damage at all. This is largely due to the small levels of ground

shaking experienced in the region. However, post earthquake reconnaissance reports,

coupled with previous experimentation, have suggested that had the earthquake strong

shaking lasted slightly longer, or had the ground motion contained slightly higher peak

ground accelerations, damage level could have been catastrophic (Morrow, 2000). As is,

the portable wine barrel stacking system now used by many San Luis Obispo County

wineries are unsafe and may lead to catastrophic financial losses to the local Central

Coast economy.

Portable Two
Barrel Wine
Rack

Figure 1.1 - Wine Barrel Stack Collapse from the San Simeon Earthquake

The most recent and significant earthquake in California, the 2003 San Simeon

Earthquake, epicentered near Cambria caused significant damage to many of the small

local wineries both large and small (EERI, 2004). Upon post earthquake reconnaissance

of many San Luis Obispo County wineries by the authors, damage was identified to be

distributed heavily among the two barrel rack system (Figure 1). A particular case study

presented by Marrow, details a significant loss of wines from Wild Horse Winery.

Located in Templeton, California their approximate peak ground acceleration was on the

4
224



order of 0.5g. The structure housing this facility reported no structural damage, with

minor nonstructural. damage. However, due to the nature of these stacks nearly four

million dollars in lost wine happened that day. Estimated as 250,000 dollars a second,

this moderate quake provides an indication of the highly unpredictable nature of these

stacking systems as demonstrated in Figure 1.1.

1.4 Previous Research on the Wine Barrel Portable Stacking System

To date, little research has been performed on the portable wine barrel stacking system

subject to seismic excitation. Research results presented by Marrow and Makris (2000)

identified 6 failure modes of the wine barrel rack systems from shake table

experimentation performed on the University of California, Berkeley shake table. One of

the 6 modes identified, Stack Sliding, was one such mode. The Stack Sliding mechanism

resulted in no damage to the barrels or barrel stacks and was considered to be the most

desirable mechanism. Two of the mechanisms, longitudinal and transverse rocking of the

barrel stacks were the next desirable. These mechanisms resulted in a lower likelihood of

barrel damage due to energy dissipation through rocking. The so called "rocking

mechanism" has been identified as an effective method of earthquake mitigation from

many researchers for protection of both structural and nonstructural components (Makris

and Black, 2001). The last three mechanisms, transverse walking, rack walking, and top

barrel ejection result in a high likelihood of barrel rack system collapse leading to barrel

rupture and consequential economic loss. Results from this research suggest that the

various modes of failure were dependent on barrel configuration, frequency content of

the ground motion, peak ground acceleration, and duration of the strong shaking. While

a reasonable pioneering first study, the shortcoming of this research was the absences of

data collected and lack of accompanying analytical and theoretical model development.

1.5 Current Research Effort

The research presented in this report is a continuation of the effort, began by Joshua

Morrow, to characterize the response and failure mechanisms of the portable wine barrel

storage system. In collaboration with Joshua Morrow, the authors of this paper have

performed extensive shake table studies, data acquisition, and theoretical modeling of this
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system. A Newmark, average acceleration, non-linear, numerical method for multi-

degree of freedom systems has been used in the solution to the equations of motion

(Chopra 2000). Extensive experimentation on a single barrel stack using transcendental

pulse ground motions provided the necessary data for model calibration. The

experimental data was fitted to the theoretical model in an attempt to produce an

empirical relationship most closely related to physical interpretation. Finally, past

earthquake records were used in testing to validate the theoretical model by comparing

real data with empirical data from the model.

0

0
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2.0 Literature Review

2.1 Earthquake Rocking Response of Rigid Bodies

Mohammad Aslam, A.M. ASCE, William G. Godden, M. ASCE and D. Theodore
Scalise, Journal of the Structural Division, Feb 1980, pg. 377-392

This study is part of the investigation into the response of radiation shielding systems

used in particle accelerators. Because of the way these facilities are constructed, concrete

blocks are stacked on top of one another, therefore a rocking rigid body analysis is

needed. In their analysis it was indicated that sliding allowed the block to be partly

uncoupled with the horizontal component of ground motion. Furthermore, it was

suggested that the base coefficient is the control quantity in these situations. Second, if

the aspect ratio of the block is greater than I then the block will not slide under the

action of the ground motion. Conclusions of this study indicate the highly non-linear

aspect of rigid body rocking. The rocking frequency and response is highly dependant on

the boundary conditions. Furthermore block response is further dependant on aspect ratio,

block size and coefficient of restitution.

2.2 Rocking of Slender Rigid Bodies Allowed to Uplift

Ioannis N. Psycharis, and Paul C. Jennings, Earthquake Engineering and Structural
Dynamics, v.11, pg. 57-76, 1983

Examined in this paper is the rocking response of rigid blocks for the purpose of

modeling the uplift that occurs in large buildings during seismic activity. The simple rigid

block was analyzed and conclusions were made. The two models used to establish these

results came, from a simplified Winkler foundation known as the two spring foundation.

Winkler's model uses a continuous base of viscous dampers and the general solution is

very complex. However, a simplified two spring and two damper model placing dampers

and springs at the outer pivot points were examined. Results of the study indicate that the

two spring foundation is a simpler approach to the problem, and can be used instead of

the Winkler model. The actual numerical results from both methods are in fair agreement.
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2.3 Response of Rigid Body Assemblies to Dynamic Excitation

Tibor Winkler, Kimiro Meguro, and Fumio Yamazaki, Earthquake Engineering and
Structural Dynamics, v.24, pg. 1389-1408, 1995

This paper examines the behavior of wooden blocks when subjected to harmonic

excitations. The mathematical model used in this research is a combination of the work

performed by Housner (1963). A series of shaking table experiments reveled various

overturning accelerations and compared these results to two analytical methods. The first

simplified method disregarded key parameters and as such the results were not in good

agreement. The second method incorporated more sliding and friction parameters that

resulted in better agreement. The Distinct Element method was analyzed and showed

good agreement with the non-linear behavior of the rigid body rocking tests.

2.4 Seismic Response of Equipment Anchored to a Base Foundation

Allowing Uplift

Makris, N., C.J. Black, (2001) "Rocking Response of Equipment Anchored to a Base
Foundation". PEER 2001/14, Pacific Earthquake Engineering Research Center,
University of California, Berkeley.

Outlined in this paper is the formulation of the rocking response of stored rigid bodies

anchored to a foundation. A typical concern is that large devices such as electrical

equipment have the ability to rock and possibly topple over during earthquakes. The main

focus of the paper is the minimum anchor strength required to support these objects from

overturning. Both the service level and ultimate design level earthquakes are examined.

Slenderness effects are considered by looking carefully at the plan dimensions verse the

footprint of the equipment. Conclusions to the study indicate that there are two distinct

capacities to resist uplift. First the anchorage is strong enough to engage the foundation

into rocking and second the restrainers fail and the object rocks as a free standing block.
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* 2.5 The Rocking Spectrum and the Limitations of Practical Design

Methodologies

Nicos Makris and Dimitrious Konstantinidis, Earthquake Engineering and Structural
Dynamics 2003, v.32, pg. 265-289

This paper outlines the fundamental differences between the single degree of freedom

(SDOF) oscillator and the rocking response of a rigid block. An attempt is made to prove

that the present FEMA 356: Prestandard and Commentary for the seismic rehabilitation

of Buildings should disbar the equivalent SDOF oscillator method of determining the

response of rocking blocks. The systematic approach outlines the fundamental

similarities as well as the differences in the response of the two systems. Assumptions in

the paper require an energy loss due to pounding as the block rocks back and forth. The

Paper builds on previous works from Housner (1963) and his work on, "The Behavior of

Inverted Pendulum Structures during Earthquakes." Further assumptions include; the

minimum energy loss during impact depends on the slenderness ratio of the block.

0
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3.0 One Barrel Rack Experiment

In the examination of the response to rocking, sliding, and slide'rock phenomena of the

portable wine barrel storage system during seismic excitation, full scale shake table tests

Instrument
Frame

Data Acquisition'Mock Warehouse System
Concrete Floor

Figure 3.0 - Four High Two Barrel Wine Barrel Stack Ready for Testing

were conducted. The test configuration utilized the typical steel rack and oak barrel

stacking method, data acquisition instrumentation, a safety restraint system, and an

equipment frame for mounting external. measuring devices (Figure 3.0). A concrete slab

was designed, constructed and attached to the shake table. The concrete created a surface

very similar to a concrete slab system found in most storage facilities. Once in place the

slab was anchored to the top surface of the shake table with standard grade bolts. Data

acquisition system devices were outfitted to the test specimens in order to collect data

later used for model calibration. The barrel-rack stacks were then placed on the concrete

surface completing a typical storage scenario, and shake table studies were conducted.

S
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* 3.1 Component Selection

The Parson's Earthquake testing facility at California Polytechnic State University, San

Luis Obispo provided the necessary test platform. Here the shake table operates as a

single degree of freedom, one horizontal direction, of motion. The physical surface area

of the table is approximately 225 ft2 and built of steel. The capacity of the table is 5.25 in

peak displacement, 38 in/s 2 maximum velocity, and a peak acceleration of 10g. The table

operates from a central computer, frequency generator and hydraulic actuator. Various

input waves can be user defined provided that they remain within the limits of the table

capacity. The frequency generator and computer software allow the user a full range of

input scenarios. Complete earthquake records, pulse sine/cosine functions, simple sine

wave or combination thereof can be used as a test input.

The Parson's Earthquake and dynamic testing facility is equipped to handle large scale

testing programs. A 10-ton over head crane supported the movement, and stacking of the

barrels. A floor pallet jack provided the necessary ground movement of stacks into and

S out of the facility. 2" anchor points, monolithically poured, in the warehouse floor system

provided a location to mount external equipment, testing apparatus and safety anchorage

systems.

The external equipment frame operated as two functions, first as a mounting point for the

measuring devices, and second as part of the safety restraining system. The frame was

built from two steel I-sections, welded on end to two steel Channel sections. A steel box

section was welded as a diagonal brace between the I-section and C-section. These

created the upright columns and a mounting surface for the horizontal cross members. L-

sections were lag bolted to #2 Douglas Fir-Larch 4 X 6 beams. The I-sections were

drilled with a series of 3/4" holes in the flange to provide the horizontal members with a

mounting point. These horizontal beams were then bolted to both sides of the vertical I-

sections, at various heights to match the expected height of the accompanying barrel

stack. The C-section bases were used as the mounting location to the floor of the

laboratory with 2" diameter anchor bolts. The preliminary design criteria, for the frame,

S was to resist a 5 Kip horizontal point load applied to the top of the frame. This criterion

11
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was established to give the frame enough strength to restrain horizontal motion of barrels

in the event stack collapse occurred.

To incorporate the equipment frame into the safety restraint system, cables were attached

from the frame to the barrels. These cables were made using 3/8" braided steel wire,

looped on each end with cable crimps, and then attached to each barrel and corresponding

horizontal beam. Since the beams were made from Douglas Fir-Larch, ½" lag type eye

bolts were mounted to the beams. The eye bolts were doubled at each cable location to

allow for an impact load from the barrel to the equipment frame of 1000 lbf. Each barrel

was equipped with two cable assemblies mounted on the rim of the barrels near the center

proximity. This location best served to minimize interference with the measuring devices

and the physical space needed to accompany those devices and their operation.

Furthermore, the rim of the barrel includes a steel band originally designed as part of the

barrel construction. This provided and excellent attachment point and a heightened

strength capacity to ensure that the cable assembly could support the expected loads

during stack collapse. Quick style release mechanisms were outfitted to the cable

assembly where the cable attaches to the barrel. This measure enables multiple tests to be

performed and time efficiency to be maximized.

The vertical restraint of the barrels was accomplished using high grade nylon straps. Each

barrel was individually wrapped with a strap. This ensured independent control for each

barrel during collapse. Then a system of straps attached each barrel to the over head crane

to support the overall stack. Because each barrel was supported from a single overhead

point, it was necessary to provide the lateral restraint mentioned above. The safety

harnesses and vertical restraints designed for stack collapse did not interfere with the

barrel motion yet would engage in the event of large deformation where collapse was

eminent.

The second function of the equipment frame is for support of the data acquisition devices.

Position transducers (known as potentiometers) were mounted at each level of barrel

stack height along the horizontal members. Two position transducers at each level were

12
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used to measure the lateral displacement of each barrel in the stack height. The position

transducers were aligned and mounted to the 4 X 6 Beams. The actual height of the string

was centered with the mid point of the barrel. The barrels are doubly symmetric, so the

strings were attached at the barrel center of mass in the plane of testing.

The concrete surface on the shake table was necessary to establish proper force transfer

through friction to the test specimens. The slab was comprised of a normal weight

concrete mixture, and reinforcing bars. The concrete mix was poured into a 6ft X 6ft - 3
1½" thick form, and reinforced using a web pattern of #4 reinforcing bars. The slab was

professionally finished to a smoothness consistent with a storage warehouse slab on grade

to simulate a typical warehouse floor scenario. Pre-aligned holes were placed in the form

work to match those of the shake table to allow for proper mounting and securing. Eight

grade 3 (Y 2") bolts were used to mount the slab to the shake table to supply enough pre-

stressing strength from table to slab for testing.

Barrel VolumteC Properties Dimens~ions' 2.Dimensions
. ~ ~ (inches) ____ Mnr)~.

59 Gallon/ Stave Thickness 10.987" 124 mm
:225 Liter Diameter of Head 122.687" 58mm

Circumference of Head 71.27" 1181 mm
Diameter of Belly I27.53" 170 mm
Circumference of Belly 87" 1221 mm
Barrel Height 134.875" 189 mm
Diameter of Bung Hole 12.0" 50 mm

M53 Gallon/ Stave Thickness 0937" 24 mm
200 Liter Diameter of Head 21.25" 154 mm

Circumference of Head 66.8" 170 mm
Diameter of Belly 125.7" -65 mm
Circumference of Belly 180.625" 1205 mm
Barrel Height 134.875" 89 mm
Diameter of Bung Hole 12.0" 50 mm

65 Gallon/ Stave Thickness 0.937" _2 mm
246 Liter Diameter of Head 122.687" 158 mm

Circumference of Head 71.27" 181 mm
Diameter of Belly 28" 171 mm
Circumference of Belly 88" i224 mm

I Barrel Height 134.875" 189 mm
IDiameter of Bung Hole 2.0" j50 mm

S. .. .. ............... .. ........... .... --..... ......... .......................... .. ... ... ............. ........................ ........... .... o ... ... ...... .......................... ...... ......... ... ...

Figure 3.1 - Typical Barrel dimensions

59 gallon French Bordeaux barrels were used in this study. Each barrel was filled with

water in place of wine. The difference in specific gravity is negligible and a correction

factor was not used in the model calibration. These barrels are constructed from oak
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staves shaped into a bulging cylinder, with hoops around it, a flat circular head at both

ends, and at least one hole, generally on the belly, for a bung. Most barrels weigh

between 125 lb. and 140 lb. empty and approximately 600 lb. full of wine. 6 to 8 steel

hoops are generally spaced along the barrel length. Wineries can specify the placement of

the end hoops to either be at the contact point of the rack cradles or to be on either side to

allow for a bearing point of metal rack to oak barrel (Morrow 2002). Specific barrel

dimensions are given in Figure 3.1.

i! j i

Figure 3.2 - Typical 2 barrel stack and rack configuration.

Figure 3.3 - Topco WR2 Figure 3.4 - Topco Eastern Saddle
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* The steel racks used for the experiment were the two barrel industry standard. Topco,

model WR1 and WR2, steel racks were furnished for experimental testing. These racks

are an improvement from the previous WR1 model in that they use four cross bars

instead of the previous two (Figure 3.3). The newer rack increased the lateral stiffness of

the rack assemblage. These racks are constructed using A36 (36 Ksi) 1 V2" steel box

sections. The saddle type used for testing is considered the "Eastern Saddle" and is used

most often in industry applications (Figure 3.4). The racks are powder coated from the

manufacture to provide superior corrosion resistance and aesthetic appeal. The overall

dimensions of the racks are 30-1/2" in length, 44-1/2" in width, and have a 7" opening for

fork lift clearance. They can support two wine barrels and stack heights of at least five

barrels high. Since wine barrels are offered in various sizes depending on application,

these racks can be used with either of the barrel sizes; however, mismatching of barrels in

a stack results in uneven stack heights resulting in improper seating and possible

instability of the stack.

To collect data for the experiment the National Instruments Data Acquisition system was

utilized. Data acquisition included lateral displacement measurements, vertical

displacement measurements and lateral acceleration. Each device operates on an

individual channel within the operating software. Data points can be collected and saved

at a specified frequency. Lower frequency collection would be preferred for a longer

duration test and a higher frequency collection would be preferred for shorter duration

test. Due to the nature of the test protocol, a high frequency collection frequency was

utilized (1000 Hz). The transcendental pulse function ranges from a few tenths of second

to a few seconds depending on the frequency.

3.2 Testing Procedure

Two types of tests were run for system verification; first, a series of sine sweeps, and

second, a series of transcendental pulse waves. The preliminary data from the sine

sweeps indicated the range of frequencies that needed to be looked at when running the

pulse wave function.

15
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The instrumentation configuration for the two tests described above included both

acceleration and position data. Position transducers were situated such that horizontal

displacement measurements could be performed from the stationary equipment frame.

Each barrel was equipped with an accelerometer located at the center of mass of the

barrel. Four position transducers were mounted from the table surface to the center of

mass of the barrel. These four transducers provided the information needed to reduce the

data and determine the rocking-sliding behavior. This data was coupled with the data

collected from the lateral transducers to determine the relative uplift of the barrel on each

end. A final transducer was placed on the table and connected to the rack to determine

relative barrel-rack slip, and relative rack-table slip. Figure 3.5 shows the position

transducer, P.3, mounted on the equipment frame to measure lateral displacement relative

to the stationary equipment frame. The transducers P.1 and P.2 are both mounted to the

shake table and collect relative sliding and rocking data. To account for the angle of the

transducer P.1, a trigonometric relationship was established and adjusted at each time

step.

I-Section ..

Lcqutprnrent fra]nm e.

'4X(- 1)11- Y - P 3

• ' • o:... ....... ....... . ..... .. . ... .• . .. . . •

.... .

....... _.. ... ... ........ . , ... ... .... ...........
.............. ............... .... ...... ............... . ..... . .... ......... .. ......................

Figure 3.5 - Typical test configuration of a single stack height
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The final data collected from the tests came from the table input. During the testing the

data acquisition system was linked to the motion of the table. An accelerometer was

mounted to the table and calibrated to the actual input from the frequency generator. The

position data came from the input to the table from the frequency generator. Again this

data was calibrated to the actual displacements of the table using a least squares method

and approaching an R-factor (the R-factor is a measure of a curve fit where 1.0 is a

perfect fit) of 1.0.

Concrete Slab Lateral Position Transducer

Rocking Transducer

Figure 3.6 - Laboratory setup for the one barrel experiment

The preliminary shake table tests reveled that a range of frequencies exist that contribute

to the response of the barrel stacks. Key frequencies were noted from the testing and

were used to choose the pulse ground motion input. Another trend was noted from the

preliminary testing indicating that the dominant frequency governing either sliding or

rocking is dependent on stack height. To establish the key frequencies, sine sweeps at a

low acceleration, were performed on the stacks. Using a constant table acceleration of

17
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0.20g, a sweep of sine waves ranging from 2Hz up to 20Hz were input to the shake table

to excite the barrel stack. First a series of these tests were performed on the single stack,

and second on a two barrel stack. These specific frequencies enabled the formation of the

transcendental pulse ground motion records, and corresponding frequency needed. These

frequencies establish a basis to isolate rocking verse sliding.

Rack Position Transducer
Rocking transducers

i ~~~Acceeotr

S:,•::, m' :+:: Lteral Displacement Transducer

Figure 3.7 - Pictures of Laboratory Instrumentation

3.3 Ground Motions

In the work performed by Housner (1963), his analysis of rocking blocks with rectangular

bases and constant material properties have a frequency parameter of p = F39/ . This

frequency parameter is the equivalent to a rigid body rocking period that comes from the

solution to the free rocking response of a rigid body.
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Where g is the acceleration of gravity and R is the distance from the comer of rocking to

the center of mass. If we apply this principle to wine barrel stacks, and assuming the wine

barrels and racks are:

"* Modeled as a rectangular rigid block.

" Constant material properties throughout.

"* Rocking occurs at the comers of the rack.

"* The base is considered a rectangular platform.

"* At least one comer always maintains contact with the table surface.

Then, the rocking parameter of a single barrel stack modeled as a rigid block would have

a rocking period of approximately 3.2 Hz. This result is presuming the rocking frequency

is constant, even though tests have indicated otherwise. Using this as a starting point, a

sine sweep experiment was conducted on the single barrel stack. Using constant peak

shake table acceleration, the frequency of the table was varied from 2 Hz up to 20 Hz.

Acceleration data collected from data acquisition, on both barrels and table, were plotted

against the table excitation frequencies.

Measured Table Acceleration

Sine Sweep 0.2g 2-20Hz

0.5
0.4

'-Q 0.3
' 0.2

0 .1
S0o
S-0.1
V-0.2

¢f -0.3
-0.4
-0.5

0 5 10 15 20

Freq (Hz)

Figure 3.8 - Shake table acceleration measured from data acquisition.
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Measured Table Displacement

Sine Sweep 0.2g 2-20hz

0.6

.E 0.4

0.2
E 0

-0.2

6#.' -0.4

-0 .6 2- - --- -4-60 2 4 6 8 10 12 14 16 18 20

Frequency (Hz)

Figure 3.9 - Shake table displacement measured from data acquisition.

Figures 3.8 and 3.9 are plots of the table accelerations verses time and table

displacements verses table frequency, respectively. In this system identification

experiment, the acceleration is held close to constant at nearly 0.2g. However, the table

displacements decay over time. This is necessary to produce a sine wave with constant

acceleration. Figures 3.10 and 3.11 are the measured acceleration of the barrel mounted

on the WRI and WR2 racks, respectively. Peak barrel acceleration and corresponding

frequency have been highlighted.

Measured Barrel Acceleration

Sine Sweep 0.2g 2-20Hz

4 [ (5.5 hz, 3.2g)

:g 1 '

S-1

0 2 4 6 8 10 12 14 16 18 20

Freq (Hz)

Figure 3.10 - Measured Barrel Acceleration mounted on Rack WR1
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Figures 3.10 and 3.11 indicate a different response depending on specific rack model.

These tests were repeated and similar results occurred. To avoid rack variation the WR2

rack was chosen for subsequent pulse testing due to its common use in the industry.

Measured Barrel Acceleration

Sine Sweep 0.2g 2-20Hz

. 3 3

S-2

0 4 8 12 16 20

Freq (Hz)

Figure 3.11 - Measured Barrel Acceleration mounted on Rack WR2

With preliminary ranges of frequencies selected from the sine sweep experiment the

transcendental pulse functions were selected. These pulse functions were written with

1.Og peak acceleration. The following derivation for the pulse function replicates a fault

normal pulse. Morrow (2000) indicated in his study that the fault normal pulse (forward-

back type motion) had significantly higher impact on the stacks compared to the fault

parallel (forward-stop type motion), so the fault normal pulse was adopted for this test.

The table input pulse waves are derived as follows:

ii(t) = a(t) = A cos(cot) 11/at
t• Initial conditions ti(t) =v(O) =0

z•(t) = v(t) = JAcos(cot)at = Acosin(wot) + C,
0

Cj= 0

ft(t) = A o sin(wt)
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t °
u(t) P oAcsin(cot)t= -Awc 2 cos(Cot) + C2  Initial conditions u (0) 0

0

C2 =A 2 =COu(t) = -Ao 2 cos(cot) + A 2

Where, A= acceleration amplitude and co = circular frequency = 2%T To conduct the

experimentation, acceleration magnitude and frequency were varied according to the

above criteria found from the sine sweeps. 100%, 75%, and 50% gravity tests were

performed while selecting frequencies from 2, 4, 6, 8, and 10 Hz. This provided 15

different experiments on a single barrel stack. The acceleration and displacement time

histories for the lg acceleration (100%) at the selected frequencies (2-10 Hz) are given in

Figure 3.12.
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* Acceleration Profile for Pulse Wave Table Input

1.5

,-0.5- N0. Inc/rasing Frequenc es

"0
t1 0.2 0.3 0.4 0.5 0'68 -0.5

-1•"

-1.5 "-_ __ _ - _

Time (sec)

Displacement Profile for Pulse Wave Table Input

--5
, Increasing Frequencies

4 - -

0
0 0.1 0.2 0.3 0.4 0.5 0.

Time (sec)

Figure 3.12 - Forward Back Ground Motion Acceleration (top) and Displacement (bottom) Time
Histories
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4.0 Analytical Model

4.1 Background

Beginning with the work of Housner (1963), who studied the chaotic nature of rocking, a

theoretical frame work for rocking was put forth in which many other rocking

experiments have been based. By using a half sine pulse excitation he was able to

establish a few parameters that seemed to govern the rocking response of rectangular

blocks. Mainly the pulse period Ts, amplitude a, o/p >3, where o = 2nt/ T, and a

parameter p, known well as the frequency parameter, lent itself in the solution to the

rocking equation. This parameterizes the aspect ratio of the rocking block, and is given

by the frequency parameterp see figure 4.1 for dimensions:

\h

t a ,
R

Figure 4.1 - Housner's Rocking Block Model
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*F (1)

From his analysis the block would overturn if:

aT > 2ra Rg(2-- > 2iroo. .................................................................... (2)
2 g

And:
a Ba.> B............................................................................................... 

(3)
g H

If both rocking and sliding are present the block will only start rocking if:

B
> B.. . .. ............................................................................................ (4)

H

Where RS is the coefficient of static friction. Part of his analysis was to understand the

free response of the block given an initial perturbation. In his model the block is assumed

to rock about the edges or comers of the block. The equation of motion is described as:

I 09 = -W R sin( i - 0) ............................................................................ (5)

Where Io is the mass moment of inertia about the edge of the block. R is the distance

from the block edge to the center of mass. See the figure 4.1 below, this model shows that

as a block is displaced some initial amount and let go itwill oscillate about the comers of

the block. The block finally comes to rest when the initial energy is completely

dissipated. The concept of energy dissipation through radiation damping was used to

describe the damping of the block. The solution to the above equation for tall slender

blocks is described by:

- =-2 = - p 2c ........................................................................... ..... (6)

Because for small angles sin(O) z 0 therefore the solution to (6) is given by:

0 = ca - (a - 0 ,o)cosh(pt) ....................................................................... (7)

Damping of the block mentioned above is characterized by energy dissipation through

impact. After each cycle the block contacts the surface twice. This is a basic assumption

in the previous model, and some tests have shown that this is not always the case. In this

example the coefficient of restitution can be derived to account for energy loss after each

impact. The coefficient of restitution used by Housner for the rigid block is defined as:
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00 "I O_ o+ .(8)

In this equation Oi.is the angular velocity before impact and Oi+, is the angular velocity

after impact. The coefficient of restitution is largely dependent on O• and material

properties. However, as will be shown later in the work of Mohammad Aslam(1980) the

actual nature of rocking cannot be fully justified by using a single pulse wave, but can be

a close approximation.

Following the work of Housner, another investigation of rocking response of rigid bodies

was conducted by Mohammad Aslam, (1980). His research included a concrete block

experiment used to study both pulse wave motion as well as an earthquake simulation of

the Pacoima Dam Record from the San Fernando Earthquake of 1971. The equation of

motion he used for the rocking block is described as:

U - Mii(b sin 0 ± h cos O) + M(i + g)(b cos O - h sin 0) + S(F0 + KA,) cos 0 + (B - S)(F, + KA2) cosO = 0

Where S is the position of the prestressing force; A, and A2 are the extensions of the

prestressing rods. They were assumed linear elastic and connected to the surface on

which the block is rocking. This equation of motion was further reduced to indicate that

the presstressing rods are not present in a freely rocking block. Substituting the value of

Io 4
3 MR2 and K= 0 the following equation resulted:

4
3 R2 _ -ii(bsin 0 + h cos 0)+ ( + g)(bcos0 + h sin0) =0 ................................ (9)

Assumptions:

"* The block rocks without sliding.

"* The coefficient or restitution is assumed constant.

* The bottom surface of the block is planar or slightly concave to allow the block

to rock about the edges.

b One edge of the block is always in contact with the surface. This assumes that the

block does not bounce on impact.
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To determine the coefficient of restitution shake table tests were performed on the block.

Position instrumentation allowed for continuous measurement of angular displacement.

From the results of the test the analytical solution was fitted to the experimental data.

Once determined, the coefficient or restitution of the concrete block was used in further

studies and simulated ground excitations. In summary, Aslam concluded that frequency is

amplitude dependent and dependent on the boundary condition at the base. The rocking

response is highly non-linear, and correlation to the model with seismic type input was

not achieved.

4.2 Single Barrel Analytical Model

The rigid block model provides a starting point in the development of a model to describe

the wine barrel stack. However, this simplified, single degree of freedom idea falls short.

when applied to a barrel rack assembly. As was seen in the sine sweep test, rocking

frequencies were not in agreement with the rigid block model. To account for the many

discontinuous surfaces, material properties, and non-homogeneous assembly a multi-

degree of freedom system is used. The non-linear nature of the rocking-sliding barrel

problem lends itself to the model developed in Figure 4.1. Nine degrees of freedom have

been chosen to characterize the response of this single barrel stack. Each degree of

freedom is associated with a specific material, pounding, or sliding model to solve the

equations of motion. Each degree of freedom listed below will follow with an analytical

relationship given in the charts below. From the diagram a few points should be clarified.

" The effective material properties of the frame were determined such that the

stiffness of the idealized frame matched the stiffness of the wine barrel rack at

Degree-of-Freedom (DOF) 9.

"* At the corners, the degrees of freedom that represent rocking, it is assumed that

the spring and damper do not act in tension. Thus, in the analysis, when the barrel

uplifted, the stiffness of the spring was taken as zero.

"* The midpoint (DOF 7 & DOF 8) the spring is a Coulomb friction surface with a

constant normal force. The surface can only slide in the direction of the spring. It

* is not possible to have rotation or uplift.
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* At DOF 1, the spring acts only in the lateral direction for Coulomb friction at the

surface of the steel rack and concrete interface and the normal force is chosen

based on the reaction of the sum of the forces in DOF 2 and DOF 5.

* Rocking is assumed to occur about the corners.

* The rack and barrel are assumed to rock together.

Sis'

Figure 4.2 - Analytical Model

The mass shown in the picture represents a lumped mass approximation located at the

geometric centroid of the barrel.

The Coulomb Friction model is a rigid-plastic model where the force at sliding is the

normal force times the friction coefficient. If the frictional force demand exceeds the
frictional force capacity, the stiffness is set to zero and the wine barrel rack system is free

to slide. If the direction of motion is reversed, the stiffness is again set to rigid and the
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restraint is engaged at the displacement where the rack velocity changed direction. The

hysteretic model for Coulomb friction is given in Figure 4.3.

At each time step through the analysis, the normal force, N, at sliding is recalculated. If'

the applied force was greater than the normal force, the spring was set zero stiffness. If

the applied force was less than the sliding force, the spring stiffness was set to rigid. A

similar model was used between the rack and the barrel with the exception that the

normal force was held as a constant.

& Force

gN

Rigid

Displacement

gN

Figure 4.3 -.Coulomb Friction Model

Force

Zero in Tension

Displacement

Rigid

Figure 4.4 - Elastic Gap Element
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An Elastic Gap Element was used for the vertical springs at DOF 2 and DOF 4 consistent

with the proposed modified Winkler model. The nonlinear force displacement model for

the, elastic gap element is given in Figure 4.4. The elastic gap element assumes near rigid

response when pounding with a zero uplifting response when the spring is put into

tension.

The velocity damper consistent with the modified Winkler model was taken as system

effective damping. The system damping was varied between 1% and 5% calibrated using

Rayleigh Damping (Chopra, 2000) at 1Hz and 5Hz. For preliminary system parameter

investigation, this was deemed appropriate. In future modeling, the system damping will

be supplemented by velocity dampers at the point of impact.

To form the solution to the model above, a numerical integration method was employed.

The governing differential equation for multiple degree of freedom systems is given by

the familiar structural dynamics equation in matrix form:

MU(t) + CU(t) + F (U, 0) = -MUg(t)

Where M and C are the mass and damping matrices, respectively. F, is the nonlinear

system resisting force as a function of the displacement vector (0) and the velocity vector

(0). The force at any time step is the ground acceleration (table acceleration) times the

mass matrix. A Newmark average acceleration method (Chopra, 2000) for multi-degree

of freedom systems was employed in the solution of the dynamic equation. The average

acceleration method was selected as it is unconditionally stable for any system periods of

vibration. The dynamic equation was solved at each time step with an equilibrium

correction to account for the nonlinear system behavior using a Newton-Raphson matrix

iteration strategy for nonlinear systems (Chopra, 2000).
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* 5.0 Test Results

5.1 Transcendental Pulse Motions

The system identification tests using the sine sweeps indicated that the range of rocking

verses sliding for the one barrel high stacks is between 2-10Hz as described in Chapter 3.

The shake table was input with a series of pulses to identify specific frequencies

associated with rocking, sliding, and a combined rocking/sliding type behavior of the

rigid body stacks.

The measured accelerations and velocities of the l g pulses from accelerometers. and

displacement transducers are given below for the frequency ranges of 2-8Hz in Figure

5.1-5.4. The data collected from the 10Hz pulses are not included as the displacement

transducers used did not have adequate resolution to attain meaningful data in this

frequency range.

Measured Table Acceleration

6 1
5 -

3 -

-1

-2- I
-3-

-4
0 0.2 0.4 0.6 0.8 1

Time (s)

Figure 5.1 - Measured Acceleration Time History for 2Hz Forward Back Pulse
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Measured Table Acceleration 0
2.5 ...... .............. .-........

2

1.5

a 0.5
8 • 0 ;6

-0.5

-1

-1.5
-2,

0 0.2 0.4 0.6 0.8

Time (s)

Figure 5.2 - Measured Acceleration Time History for 4Hz Forward Back Pulse

Measured Table Acceleration

4 . ....-
3

2

0I

-3
0 0.2 0.4 0.6 0.8 1

"Time (s)

Figure 5.3 - Measured Acceleration Time History for 6Hz Forward Back Pulse

Measured Table Acceleration

3

2

4 -o

-2-

-3 "

-4
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Figure 5.4 - Measured Acceleration Time History for 8Hz Forward Back Pulse
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It is of interest to note the difference in measured table accelerations given in Chapter 3

as compared to the actual accelerations recorded during physical simulation. This is due

to the nonlinearity of the shake table control system and its inability to replicate an exact

input. While the acceleration wave forms are different, the table displacements do

reproduce the forward-back type motion desired to replicate the fault normal type ground

motion. For input into the nonlinear rocking model, the actual table accelerations, as

provided in Figures 5.1-5.4, were used.

5.1.1 Barrel Sliding Motions

Figure 5.5 shows the barrel translations relative to the recorded shake table motions for

the 2Hz, 4Hz, 6Hz, and 8Hz ground motion pulses.

Barrel Sliding

3.0 ----- ----- -

. 2.5 _-

2.0 2Hz

S1.5 - -.------ 4Hz
@ 1.0 6Hz
. 0.5 ........ 8Hz

-0.5 &" 0A---- -- 6-----.

Time (s)

Figure 5.5 - Barrel Sliding Relative to the Shake Table

The test data suggests that sliding is dominant near the lower frequency range. Also,

because of the differences between the input and measured accelerations, the 2Hz, 1 g

ground motion input had roughly 5g occurring at a time of 0.6 seconds. This can be seen

in the displacement time history of the barrel by the rapid change in displacements that

occur at approximately 0.6 seconds. For the remaining frequencies, little differences

were observed in overall behavior with peak relative sliding displacements all found to be

under 0.5". This suggests that ground motion with frequency content above 4Hz may

have little effect on sliding for the one barrel stack.

0
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5.1.2 Effect of the Rack Between the Wine Barrels

Figure 5.6 shows the absolute table movement, barrel movement relative to the table, and

rack movement relative to the table for the 1g, 2Hz ground motion. Figure 5.6 suggests

that most of the movement occurs between the rack and the simulated concrete factory

floor; however, there is a significant amount of motion (approximately 20-40% of the

total barrel sliding) that occurs between the barrel and the rack. It is the excessive barrel

sliding within the racks that has been identified as a mechanism contributing to stack

collapse (Morrow, 2003).

Barrel Sliding

3.0
S2.0

1 .0' . ....... .- ' " .... .. • . . ................ ,i-.,-.. ...-- T a b le

E 0.0 -,, --..... Rack

V 1 1.0 Barrel

-3.0

Time (s)

Figure 5.6 - Barrel Sliding and Rack Sliding Relative to the Shake Table for the 1 g, 2Hz Motion

As the pulse frequencies increase, the data suggests that the sliding mechanism changes

such that the majority of the sliding occurs between the barrel and the rack rather than

between the rack and the concrete slab. Figure 5.7 and Figure 5.8 show the relative

displacement plots of the ig, 6Hz and lg, 8Hz ground motion pulses.

Furthermore, it is observed that both the higher frequency pulses had roughly the same

permanent offset but in different directions. This, again, is a likely result of the noise in

the measured accelerations as compared to the input ground motions but no conclusions

can be drawn.

34
254



In consideration of the absolute displacements of the table, the rack, and wine barrel,'

Figure 5.9 shows that the three objects typically move together in phase. This is

consistent for all frequencies tested. This result is not unexpected.

Barrel Sliding

0.4 -
. 0.3-

4 ... 2 ". - Table

E 0.2 ,---- -R c ,, ,0 , 0

. -0.1 0.6 0.8. Barrel
;R -0.2 •- V-

-0 .3 J -

Time (s)

Figure 5.7 - Barrel Sliding and Rack Sliding Relative to the Shake Table for the Ig, 6Hz Motion

Barrel Sliding

0.3
,,., 0.2 __\ _Table

C.. -0.2

4J Table__ _ _ _ _ _

S0.1
E 0.0 v-~ L2 r' 4 --- Rack

-0.1 ~Barrel

-0.3

Time (s)

Figure 5.8 - Barrel Sliding and Rack Sliding Relative to the Shake Table for the 1g, 8Hz Motion
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Barrel Sliding

0.5

4J Table"C 0.0
E 0.4 0.6 0.8 ------ Rack

-0.5 Barrel

-1.0
Time (s)

Figure 5.9 - Barrel Sliding and Rack Sliding in Absolute Coordinates for the lg, 4Hz Motion

However, of particular interest is that the rack shows more movement than both the table

and the barrel while moving in phase. This suggests the rack is moving somewhat

independently and at larger displacements that either the barrel or the table. This

observation was noted in all absolute data sets for all frequencies. To capture this effect

in the analytical model, the rack should be included as an independent mass carrying

degree of freedom.

5.1.3 Rocking

To capture barrel rocking, displacement transducers were attached directly from the table

to the center of mass of the barrels on each barrel end at an angle with the horizontal of

approximately 28 degrees. These displacement transducers, due to their angle, captured

vertical as well as horizontal displacements. In the data, however, there are errors due to

barrel sliding and rotating that could not be accounted for. To minimize the overall

errors, the forward and aft displacement measurements were added together (representing

the difference), then the vertical projection of the displacements were found. By adding

the transducer measurements together, the horizontal displacements cancel leaving only

the vertical movement.

Figure 5.10 shows the vertical projected displacements for the two displacement

transducers added together for the 1 g, 4Hz ground motion record. Data greater than zero
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* indicates rocking in one direction while data less than zero indicates rocking in the other

direction. In addition, a high mode of rocking frequency can be identified at

approximately 20Hz (Period = 0.05 seconds). This rocking mode may be the barrel

rocking upon the rack independently of the rack rocking atop the simulated concrete

warehouse floor slab. This high frequency rocking vibration can clearly be seen in the

data from the 1 g 4Hz, 6Hz, and 8Hz tests.

Data from the 1 g, 2Hz one barrel experiment indicate a longer period of rocking that is

not seen in the higher frequency test data (Figure 5.11). This is consistent with visual

observation. During the experiments, it was unclear whether rocking had, or had not,

occurred. However, during observation of the 1 g, 2Hz test it was quite clear that rocking

was taking place with the more predominant rocking period being near 10Hz (period

0.095 sec).

Barrel Rocking

0.03

S 0.02 __ dt =0.103 sec (2 cycles)

. 0.01

E 0.00-I n - 4Hz
-0.01 6

i -0.02

-0.03

Time (s)

Figure 5.10 - High Mode of Vibration for Rocking Response.
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Barrel Rocking

0.3 - o dt 0.095sec (1 cycle)

.E- 0.2>

S0.2
0.1 2Hz

0.1

-0.1 ) 02.4.6

Time (s)

Figure 5.11 - Predominant Rocking for Ig, 2Hz ground motion.

The rocking data for the 1 g, 2Hz ground motion test did change from being centered

about zero during the period of strong shaking. This is due to the large residual motion of

the barrel both relative to the table and relative to the rack. In addition, it was observed

that during the experiment, the barrel rotated within the rack as well as about the base.

This rotation yields the permanent drifting offset observed in the rocking response.

However, the rocking mechanism can still be observed in the data.

5.1.4 Modeling Results from One Barrel Pulse Tests

The parameters in the model were adjusted over a range of overall system damping

values, as discussed in Chapter 4, as well as over a range of Coulomb friction

coefficients. Analysis was performed over the range of parameters using the 1 g, 4Hz

ground motion input in an effort to best articulate the simulated and measured barrel

displacement data.

In the analysis, the friction coefficient is varied between 5% and 25% while varying the

global damping between 1% and 7%. Simulation results suggest general system damping

in this range has little effect on analytical results. Figure 5.12 shows the simulation

results of predicted barrel displacements with the variation on damping for a typical 15%

friction coefficient. This finding was not dependant on the coefficient of friction used.
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Damping 1%-7%, Friction 15%

"E 1

0.5

E 0 __ _ _ _ __ _ _ _

19 -0.5 03.. 04 .5 0.6

Fiue5.1 -1
Time (sec)

Figure 5.12 - Damping Variation for the lg, 4Hz Ground Motion, Constant Friction

Model results from the variation on the friction coefficient demonstrate that its effect on

overall system response is greater than that of overall system damping. Figure 5.13

shows simulation results from analysis performed with varying friction coefficients

between 5%-25% and a constant system damping of 1%. Simulation results suggest, for

this case, that increasing the frictional force between the rack and concrete increases the

overall permanent offset while decreasing force transmission into the barrel. This

reduction in force transmission results in less rack-to-barrel sliding and reduces the risk

of stack collapse. From the variation on the parameters considered, a system damping

ratio of 2% and a friction coefficient of 5% were chosen to best represent the 1 g, 4Hz

data set.

Damping 1%, Friction 5%-25%

w" 1.0

4 0.5,
.. ....................... ... .............-.... ......... ...

E 0.0-
. -05s 0A o6

S-1.0

Time (sec) Increasing Friction

Figure 5.13 - Friction Variation for the 1g, 4Hz Ground Motion, Constant Damping

Figure 5.14, Figure 5.15, and Figure 5.16 show the measured and simulated barrel

displacements relative to the table for the 1 g, 2Hz, 4Hz, and 6Hz ground motions,
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respectively. Simulation results for the 1 g, 2Hz ground motion fail to predict the

magnitude of the permanent offset, however, the waveforms between the simulated and

measured response are similar. Simulation results for the 4Hz do predict offsets and

waveforms while the Ig, 6Hz simulation again fails to replicate permanent offsets.

During the one barrel forward-back pulse experiments, the barrel stack did rotate in the

plane of the shake table. This resulted in the two adjacent barrels having different values

for permanent offset. This effect was not considered in the analytical model.

In the simulation of the 1 g, 2Hz and 1 g, 4Hz records, minor uplift was predicted at a

frequency of 10 Hz consistent with observed test data. No uplift was predicted with the

6Hz and 8Hz analytical simulations.

Model verses Mesured - 2Hz

3.0 -

C 2.0,

~j 1.0_____Simulated 2Hz

to ... Measured 2Hz
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4 -1.0

-2.0

Time (sec)

Figure 5.14 - Measured verses Simulated Barrel Response for the lg, 2Hz Ground Motion

Model verses Measured - 4Hz
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Figure 5.15 - Measured verses Simulated Barrel Response for the 1lg, 4Hz Ground Motion
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Model verses Measured - 6Hz
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Figure 5.16 - Measured verses Simulated Barrel Response for the 1g, 6Hz Ground Motion

5.2 Earthquake Ground Motions

Three earthquake ground motions were tested on the single barrel stack to investigate the

ability of the nonlinear rocking/sliding model to capture the measured uplifts and

displacements. The ground motions were chosen for their individual characteristics and

frequency content. The ground motion records containing shorter period energy were

selected to represent rocking type behavior while the ground motion records containing

longer period energy were chosen in an effort to induce sliding in the model. The records

selected are classified as design earthquakes that have a 10% probability of occurring

over a 50 year period. Details of the ground motions selected (LA16, LA18 and LA19)

and their respective acceleration records are provided in Figures 17-20.

Details of Los Angeles Ground Motions Having a
Probability of Exceedence of 10% in 50 Years

e Earthquake Dist. Scale N b DT 'Duration PGA
!Magnitude (ki) jFactor o (sec)I (sec) (cmsc)(k i oints C)

LA16 Northridge, 1994, RinaldiRS 6.7 7.5- 2990 0.005, 14.945 568.58

iLAi•8 Northridge, 1994, Sylmar .7.6.4 0.99 . - 3 0- 00 :0.02 5.98- .801.44

-A19 Nioth Palm Springs, 1986 6 [6.7 i 2.97 3000 0.02 59.98 999.43

Figure 5.17- Ground Motion Characteristics.
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LAI 6 Acceleration Time History
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Figure 5.18 - LA16 Acceleration Time History

LAI 8 Acceleration Time History
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Figure 5.19 - LA18 Acceleration Time History

LA 19 Acceleration Time History
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Figure 5.20 - LA19 Acceleration Time History
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Figure 5.21 shows the linear response spectrum calculated at 5% of critical damping for

the three ground motion records selected. Single barrel tests indicate the system has a

rocking period of approximately 0.1 sec. At this period, all three ground motions are in

the acceleration controlled region of the spectrum. However, LA16 has a significantly

lower acceleration at this rocking period than do the LA18 and LA19 ground motion

records. Thus, it is expected that more rocking be observed during the physical

simulation of the LA18 and LA19 ground motions. Bedause all three ground motion

records have approximately the same pseudo acceleration coefficient at a period of 0.5

sec (2 Hz), all three records should show equivalent sliding response.

Response Spectrum

3.5
S3.0bo fto LA16r 2.5 LA18

o LA1 8

2.0 ......... LA19

. 1.5
u 1.0.-

U4 0. 5
0.0

0 1 2 3

T = 0.1sec Period (sec)

Figure 5.21 - Acceleration Response Spectra

Of interest to note is that the rocking period, as predicted by the Housner is

approximately 0.28 seconds (3.5 Hz). This period was not observed as a rocking period

in the pulse tests and thus is provided here only for information.

5.2.1 Ground Motion Experimentation Test Results

Comparisons between the simulated and measured barrel sliding is given for the LA16,

LA18, and LA19 records in Figures 5.22-5.24, respectively. In all cases the simulations

contained approximately the same waveforms as the measured response and captured the

* peak relative displacement to within 30%. Furthermore, consistent with the forward-back
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type pulse ground motion experiments, the model was not able to capture the permanent

offset after termination of significant ground shaking. However, the ability to estimate

the magnitude of permanent sliding was markedly improved for the earthquake ground

motions relative to the forward-back pulse type ground motions.

Model verses Measured - LA16

2.0
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0.0
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Figure 5.22 - Simulated verses Measured Barrel Sliding Response for the LAI 6 Ground Motion

Model verses Measured - LA18
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Figure 5.23 - Simulated verses Measured Barrel Sliding Response for the LAl 8 Ground Motion
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Model verses Measured - LA19
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Figure 5.24 - Simulated verses Measured Barrel Sliding Response for the LA1 9 Ground Motion

It is of interest to note that the largest permanent sliding, both measured and simulated,

occurred from response of the LA19 ground motion record. However, the maximum

sliding displacements of the three ground motions records range between approximately

1.7 in to 2.1 in. This is consistent with expected results.

From visual and recorded evidence, rocking did occur in both the LA18 and LA19

ground motion records but not from experimentation of the LAl6. record. This is again

consistent with the expected response. The pseudo acceleration for the LA18 and LAi9

ground motion records at the rocking period of 10 Hz is substantially higher than the

pseudo acceleration of the LA16 record at 10 Hz. Rocking was not predicted from

simulated response of any of the three input ground motions.

5.2.2 Discussion of Ground Motion Experimentation

From the three earthquake simulation tests and test data a few preliminary observations

can be made.

* Each set of test data resulted in different combination sliding/rocking responses as

expected.

0
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All ground motion records show significant, but similar, relative sliding. This is

consistent with the large barrel sliding type motion found at the sliding period of

approximately 2 Hz.

The LAI9 ground motion record is the only record that shows the permanent

offset.

Rocking data indicates significantly more rocking in both the LAl8 and LA19

records where rocking was not observed in the LA16 data. This is consistent with

the high pseudo acceleration response of the LA18 and LAI9 records relative to

the LA16 ground motion record.

The data indicates there are key frequencies, namely a rocking frequency and a

sliding frequency, which govern these response mechanisms.

Overall, the simulated and tested response of the barrels due to the measured input

motion was in fair agreement.

The nonlinear analysis model failed to capture the rocking behavior observed

visually, during the experiments, as well as in the data.
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Hydrogen and Residual Stress Effects on the
Performance of NiTi Shape Memory Alloys

Katherine C. Chen
Final Report, July 2005

The current C3RP project has successfully brought together various Cal Poly faculty and
students with Nitinol Devices and Components (NDC) in a strong research collaboration. One
full time graduate student in the Materials Engineering department (A. Runciman) is working on
her masters thesis on part of the project. She has gone up to the company a few times to prepare
samples for later analysis at Cal Poly; and our main NDC contact (A. Pelton) has come down to
Cal Poly to conduct some characterization tests in our laboratories. A group of students from the
MatE department and Society of Women Engineers (SWE) toured the company in Fremont in
the Fall of 2004. In addition, NDC has become more involved with Cal Poly by sponsoring a
table at the 2005 SWE Evening with Industry for the first time. This summer, NDC hired 3 Cal
Poly Materials Engineering students.

Research project findings have already been written up or presented (abstracts found at
end of report). K. Chen presented some of the results at the TMS Annual Meeting in February
2005 in the talk, "Hydrogen Effects on the Phase Stability of NiTi." In May, A. Pelton from
NDC presented our collaborative work entitled, "Hydrogen in TiNi: Structural and Diffusional
Effect" at the Solid-Solid Phase Transformations in Inorganic Materials 2005 Meeting in
Phoenix, AZ. E. Kasper and G. Hall (CE department) visited NDC to discuss some collaborative
work with the modeling group at NDC. They ended up writing up a paper on "Numerical
Techniques for Modeling Stent Expansion," which is currently under review at the Journal of
Biomechanical Engineering.

A new MatE laboratory activity is also being developed for color changes that occur
during heat treatment of NiTi. The project objectives met (and some that are continuing) are
listed in Table I.

Table I. Objectives of NiTi research proposal met
"* examine changes in the NiTi structure due to varying amounts of hydrogen
"• correlate structural changes with effects on the transition temperatures
"* model NiTi behavior for predictive capabilities of performance
"• provide student research projects and learning experiences
"* set up capability to perform high-temperature experiments
"• isolate and characterize hydrides in the NiTi microstructure (continuing work)
"* propose mechanisms in order to optimize processing procedures (continuing work)

Experimental Results
An alternate method for introducing hydrogen into the NiTi samples was developed and

optimized to gain more control and reproducibility. Several samples with different amounts of
hydrogen were produced at NDC. Refinements to our x-ray diffraction (XRD) characterization
techniques were also made. The installment of the high-temperature XRD sample chamber is
underway, and will enhance our studies.
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Structural changes were indeed observed as the hydrogen content increased. Figure 1
displays the lattice expansion of the B2 NiTi phase. The plateau in the lattice constant at high
levels of hydrogen suggests that the solubility limit has been reached and a new phase has
formed (most likely a distinct hydride phase). The scatter in the data (within the two lines at low
hydrogen content) suggests nontrivial explanations and is being studied in greater detail.

Hydrogen Effect on Lattice Constant
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Figure 1. Lattice constant of the B2 NiTi phase as a function of hydrogen
shows lattice expansion, which is consistent with theory.

The distinct and new phase was captured with the high-hydrogen content samples with
XRD. Figure 2 shows clear peaks due to an apparent hydride phase. Several different crystalline
models were tested against the experimental data, and identification of the hydride phase has yet
to be determined with certainty. However, previous studies in the literature were also not found
to be consistent with our XRD results, thus leading to more intriguing questions about the
structure of NiTi-H phases. Scanning Electron Microscopy (SEM) and Differential Scanning
Calorimetry (DSC) are being utilized to help characterize the material.

2
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Figure 2. XRD scan of NiTi with 800 wppm. H. Peaks in red designate the Si
standard, while blue designates B2. The remaining peaks belong to the new,
hydr~ide phase.

Abstracts of Presentations and Publications of Results

Hydrogen Effects on the Phase Stability of NiTi - K. Chen, A. Runciman, C. Trepanier, A.
Pelton: Presentation at TMS Annual Meeting in San Francisco, CA

Shape memory and superelastic NiTi are finding its way into several commercial
products (e.g., endovascular stents, cell phone antennae wire, orthodontic arch wire), as well as
potential new applications (such as morphing wings). The Af (austenite transformnation finish)
temperature is usually the key property to control, and is very sensitive to processing conditions.
During cleaning, etching, or heat treatments, hydrogen can be inadvertently introduced into the
NiTi and affect the phase stability and properties. Samples of various amounts of hydrogen in
NiTi have been prepared and studied by x-ray diffraction (XRD). With only roughly 80 wppm
of H in austentic NiTi, new XRD peaks appear. Structural effects of hydrogen in martensitic
NiTi are also investigated. Hydrogen-induced lattice strains and the appearance Of new hydride

Sphases are discussed and correlated against previous diffusion studies.

Hydrogen in TiNi. Stru ctural an d Diffusion al Effect - A. Pelton, C. Trep an ier, X. Gong, A.
Runciman, K. Chert" Poster presentation at Solid-Solid Phase Transformations in Inorganic
Materials 2005 Meeting in Phoenix, A-Z

Austenitic (132) and martensitic (B 19') TiNi samples were charged with hydrogen and
analyzed with x-ray diffraction and differential scanning calorimetry. XRD indicates a hydrogen
solubility limit on the order of 100 wppm with subsequent formation of a hydride phase. The
structure of the hydride is consistent with a tetragonal unit cell with a = b = 6.36 A and e = 9.32
A, which is based on a 2 x 2 x 3 B2 cell. This paper also discusses hydrogen diffusion through
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heat treatments at 400-800'C for 30-3000 seconds. Extensive experimental and analytical
computations show that the effective activation energy of hydrogen diffusion under these
conditions is approximately 125 kJ/mol for 800 wppm hydrogen and 47.8 kJ/mol for 120 wppm
hydrogen.

Numerical Techniques for Modeling Stent Expansion - G. Hall and E. Kasper: Paper
submitted to Journal of Biomechanical Engineering

Numerical analysis has become a standard, and in fact required, component of the
process in which new biomedical stent devices are designed and approved. Despite this, very
little work has been performed comparing the efficiency of various numerical techniques
currently available to the analyst. The present paper begins this study by comparing the
computational efficiency and results achieved using various methodologies and element
technologies in the context of stent deployment simulations. The findings indicate that the
methodologies most commonly adopted in the present literature/industrial practice are less than
optimal.

0

0
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Meso-Scale Composites via Solid Freeform Fabrication

Robert Crockett, PI
David Niebuhr, Co-Investigator

Project Objectives

The objective of this project was to develop cost effective, advanced manufacturing techniques
for creating materials and composites with meso-scale structures (features from 0.1mm - 1mm)

through the use of highly complex expendable molds produced using Solid Freeform Fabrication
technology. A material system compatible with 3D Printing was developed, in which the waste
powder can be removed from the expendable mold by a solvent, and the mold itself can be
removed from the final cast object using a second solvent. This "two solvent system" is required
in order to produce highly complex, meso-scale composites with geometries which would be

impossible to mold or cast by traditional methods. Secondary, yet critical, criteria were that the

material system developed be low cost, low-toxicity, and potentially reusable/recyclable, as an

expendable mold must be created for each object produced. An additional objective which was
not part of the original proposal but which has become a key feature of the resulting system is

that the materials and processes be biocompatible for application of project results in the field of
biomedical engineering (implants, tissue engineering, etc.).

Major Findings and Results

* Developed low-cost, biocompatible material system (powder/binder/solvents)
compatible with 3D Printing (thermal, piezoelectric, and microspray inkjet) and

"two solvent" approach to producing complex expendable molds.

o Developed process for producing complex expendable molds with meso-scale
features. Demonstrated proof of concept on commercial 3D Printer.

* Evaluated potential near-term applications of complex, meso-scale composites,
with a particular focus on biomedical engineering.

* Developed a universal inkjet/powderbed testbed system for continued

development of materials and processes.
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* Results Overview

Three tasks were established to meet the stated objectives of the proposal: materials
development (Task 1), process development (Task 2), and evaluation of near-term commercial
applications for the resulting materials and processes (Task 3). A key objective of the project
was to make the process compatible with existing Solid Freeform Fabrication equipment

produced by Z-Corporation (the Three-Dimensional Printing process). This objective turned out
to be the most challenging component of the project, due to the type of inkjet technology used in
the commercial system and the lack of user flexibility in the commercial Z-Corporation control
software (see detailed explanation under Task 2). The challenges involved with making the
system compatible with existing equipment prompted a mid-project course correction based
upon the results at that time: 1) Task 3 and the detailed process characterization from Task 2
would be reduced in scope, 2) the material system would be developed specifically to be
biocompatible, and 3) project resources would be used to develop a "universal inkjet testbed", a
significantly more flexible system that would allow a wider range of materials to be inkjet along
with greater control of process parameters. While this is a slightly different direction from the
original stated project objectives, we feel that results are worth the deviation, and have produced
a valuable foundation for a wider scope of applications than originally envisioned.

Task 1: Two-Solvent Material System

Develop a material system compatible with the Z-Corporation 3D Printer that allows for two-
step solvent removal of expendable molds. A primary solvent is used to remove unbound powder
from the mold after building on the machine. The binder protects powder during this step. A
second solvent then removes bound powder after casting a polymer into the mold, thus dissolving
the mold from around cast object.

Results

* Evaluated multiple material system candidates for binders/carrier solvents
compatible with inkjet deposition and the "two solvent" strategy (e.g. must be
water proof, but alcohol soluble), including alkali-water soluble binders originally
developed for the printing industry, PVA, water-based latex / acrylic paints, and
reversible varnishes used for art restoration.

Selected a system of powdered milk for the powder and isopropyl alcohol-diluted
shellac for the binder - powdered milk is highly water soluble, with low solubility
in alcohol, while shellac is water resistant, yet highly soluble in alcohol.

* This system is both biocompatible (in fact, edible!) and low cost.

* Evaluated and modified this system with respect to constraints of the existing 3D
Printing system. Key challenges included: 1) adapting the alcohol-based binder
system for use in a thermal inkjet (which is designed for aqueous solutions), 2)
controlling the rapid evaporation of solvent during the inkjet process to avoid
clogging the nozzles, and 3) supplying sufficient shellac to the surface of the
powder bed in a solution dilute enough to be printed (e.g. may require multiple
printing passes).
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Discussion

Components of any candidate material system include a water-soluble powder, a mild-solvent
based binder, additives to reduce inkjet nozzle clogging, and a secondary liquid capable of
solvating the binder after the final object has been cast. This task was by nature highly linked to
Task 2 (process development), and thus was performed iteratively. Early studies and
observations indicated some groundrules for material system development:

1) In order to make the process time efficient, the binder must be in a carrier solvent
that rapidly evaporates. This is especially true if multiple inkjet passes on a single
layer are required to deliver a sufficient quantity of binder to the powder. This
pointed toward a volatile solvent as the carrier for the binder.

2) The powder must be relatively insoluble in the binder solvent, to avoid powder
clumping, bleed, etc.

3) The two-step solvent process requires that a mild solvent be used for dissolving
the unbound powder, with a more chemically active solvent to remove the binder.

4) Dissolving unbound powder requires a large quantity of solvent, so the primary
solvent should be inexpensive and non-toxic.

These groundrules resulted a research roadmap whereby water would be the first solvent, with a
challenge to use as mild and non-toxic a material as possible for the second solvent.

Powder. Evaluation was based on solubility in water and various potential binder solvents
(alcohols), bleed, caking, and spreadability (function of particle shape/density/etc). Particle size
was not optimized; all particles were sized using a 100 mesh screen, resulting in nominally the
same size distribution as the commercial Z-Corporation starch or plaster systems. Other
considerations were cost, availability, and toxicity. Powdered milk, table sugar, salt, and
cornstarch were evaluated. Powdered milk had best combination of high solubility in water, low
solubility in alcohol (a potential binder solvent), and spreadability. While early tests indicated
that 100% powdered milk was acceptable, later integrated tests in Task 2 resulted in binder bleed
(spreading of binder beyond desired pattern) and clumping of powder. While this system was
not optimized, adding -25-50% cornstarch to the powdered milk appears to stop the binder bleed
and clumping without adversely affecting other system properties.

Binder/Carrier Solvent. Both emulsions and solutions were evaluated. The most challenging
criteria was that the binder solution be compatible with inkjetting, which requires low viscosity,
low solids content, small or no particles, and low "stickiness". Functionally, the binder must
hold the powder together in the desired shape, protect the powder from water, and then be
"reversible" to dissolve in a second solvent. Cost, availability, and toxicity were again key
considerations. Binder formulations were tested using an airbrush, spraying onto templates
placed over layers of powder to create simple cross-hatched structures (Figure 1). Multiple

layers with layer thickness ranging from -250[tm to 1mm were evaluated to determine inter-
layer bonding. Strength of the resulting objects was evaluated empirically. Iterative evaluation
with solvent formulations and the processing requirements of Task 2 ultimately focused in on
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Figure 1. Left: Powderbed testbed. Tray is manually lowered to spread additional layers
of powder. Right: Template used with airbrush to deliver binder solutions to powder
surface in simple 3D cross-hatch structure.

archival lacquers: "reversible" systems for restoration of paintings. Of this family, shellac
appeared to be the most promising. Further tests indicated that, while it was not the strongest at
any individual criteria, it was the best candidate from a system perspective. Various saturation
levels on the powder surface, and multiple passes of binder spray with moderate drying times
between passes were evaluated to achieve a suitable combination of strength of finished part and
ability of binder to protect powder in water, yet dissolve in the second solvent. Table I is a
summary of binder candidates and performance against key criteria. Note that dissolving in a
mild solvent was the key challenge. Note also that while shellac was not a top performer in any
criteria, it was the only system that achieved all goals.

Second Solvent. Solvents including alcohols (isopropyl, ethanol), various paint thinners
(mineral spirits, Citrisolve), and acetone were evaluated. Early on in the project it was
recognized that the large volumes of solvent required to dissolve a part favored low-cost and
low-toxicity solvents. This turned out to be a key decision, as it allowed for development of a
material system that could potentially be used in applications requiring a biocompatible end
product. Solvents used for the archival lacquers described in the previous paragraph are
extremely mild, and the same solvent can be used as both the binder carrier during inkjetting and
as the means to resolvate the binder to remove the expendable mold. Isopropyl and ethyl
alcohols were the selected solvents. Isopropyl alcohol was selected as the carrier solvent for the
binder, as its lower volatility was helpful in reducing inkjet nozzle clogging.

Table 1. Evaluation of binder candidates (+ good, 0 OK, - poor, X unacce itable)
Binder Candidate Inkjet "Greenbody" Water Dissolve in

Compatibility Strength Resistance Mild Solvent
PVA-Based Adhesives X +
Cyanoacrylate (Superglue) x + x
Acrylic (Solvent-Based Paint Formulations) + 0 + X
Water-Based Acrylic Adhesives 0 + + x
Acrylic (Latex Emulsion Paint Formulations) + 0 + X
Polyurethane (Water-Based Emulsion for Floor Sealing) 0 + x
Shellac 0 0 0
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Task 2: Process Development & Characterization

Develop the end-to-end process using the above material system. The resulting process steps of

this system are:

1. Design bulk object comprised of optimized, meso-scale structures on CAD system,
create inverse of resulting CAD model.

2. Print the inverse of the desired structure on a 3D Printing machine using powdered

milk as the matrix powder, bound with a diluted shellac/propylene glycol mixture to
create an expendable mold.

3. Place the resulting mold in an ultrasonic water bath to remove all unbound (waste)

powder from around meso-scale features.

4. Cast a polymer material into the mold.

5. Place the entire system in ethyl or isopropyl alcohol to dissolve the shellac binder

and powder, thus removing the mold from around the cast object.

6. Cast a second material into the voids of the resulting part to complete the meso-

scale composite.

Results

" Built a manual 3D Printing system which allowed for controlled thickness layers
of powder, with a template placed on top and desired amounts of binder
introduced onto the surface via an airbrush.

" As a result of the airbrush trials, determined that the system is quite robust: parts
could be constructed using very dilute binder systems, and the results were
structurally sound, supported mm-scale detail, and performed satisfactorily in the

two-step solvent removal process.
" Produced multiple shellac patterns of a simple, regular lattice structure with 2mm

features. Used this part as an expendable pattern to produce a plastic
(polyurethane) part.

" Modified the material system to make it compatible with inkjet printing: added

nominally 7.5% propylene glycol to reduce evaporation during inkjetting.
" Using the modified material system, small parts could be produced on the 3D

Printing machine using single printing passes per layer which resulted in
structurally sound objects.

" There is still an unresolved problem with inkjet nozzle clogging - we were only

able to build small parts, and results are currently not very reproducible.

Although we are trying to make this system compatible with existing 3D Printing

systems, a piezoelectric inkjet head or ultrasonic nozzle would be more

appropriate for binder deposition.
"Bleed" of binder after printing is noted. Powder system is currently being

optimized to minimize this and increase achievable part resolution (e.g. mixture

of starch and powdered milk)
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Discussion

The commercial process of 3-D Printing (Figure 2) is particularly well suited for creating
expendable molds with meso-scale features. The process involves spreading a thin layer of
powder (starch or plaster), inkjetting a water-based binder onto the surface of the powder in the
appropriate 2D pattern, lowering the powder tray, spreading more powder on the surface, and
repeating the process to build up an object with the desired geometry. This technique is
attractive because it is compatible with virtually any powdered material, and the powder supports
overhanging features during the layerwise fabrication process enabling complex, small-scale
structures to be produced. The key challenge in developing a material system compatible with
commercial equipment (Z-Corporation ZPrinter 310 model) is the type of inkjet technology
employed. The ZPrinter uses standard commercial thermal inkjet cartridges (HP10). The
thermal inkjet process involves rapidly heating liquid in the nozzle, which expels a droplet as the
liquid vaporizes. This system is optimized for water-based solutions. Suspensions of particles,
emulsions, or non-aqueous solvents are extremely difficult to inkjet using a thermal process
because of firing dynamics and nozzle clogging as solvent vaporizes upon ejection from the
nozzles.

An additional but unexpected issue was the lack of user control in the commercial ZPrinter
software. Head speed, liquid saturation, multiple passes of the same pattern, and pause time
between layers for solvent drying were all critical parameters for this study, yet could not be
controlled; these parameters are fixed for ease of use in the highly optimized standard
commercial process. While we were partially successful in overcoming these challenges, the
difficulties prompted us to stop at the point of a proof-of-principle demonstration with the
commercial Z-Corporation equipment. The material system developed in this effort could be
optimized for the ZPrinter, but it would likely require company collaboration and more extensive
modification of the hardware and software. Instead, we devoted remaining project resources
toward development of a custom inkjet testbed that was better suited for early development of
materials and processes (see "Hardware" section).

As an iterative part of the material system development, the shellac binder/airbrush delivery
system described in Task 1 was optimized. A 100% commercial shellac solution could be
successfully airbrushed at moderate air pressure (30 psi), and was near the upper end of the
viscosity limit for the airbrush/nozzle combination used in this study. A slow single pass of the
airbrush over the powder surface delivered enough shellac to produce weak, but bound, objects.
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Figure 2. Left: Z-Corporation 3D Printer. Right: 3D Printing Schematic.
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Figure 3. Sample parts produced using airbrush and powder testbed. Left, Center: Samples as they came off the
testbed (to right of photos), and after dissolving unbound powder in water. Right: Sample removed from water
partway through the dissolving process. Width of bars are 2 mm.

4 passes with -2 minute dry time between layers produced extremely durable parts. Studies
involving dilution of the shellac confirmed that the strength of the final part is a function of the
total shellac delivered to the powder surface, regardless of whether it was delivered all at one
time or as a series of individual, lower volume passes (e.g. a shellac solution diluted to 25
volume % with isopropyl alcohol, delivered.to the surface in 4 passes produced the same results
as a single pass of a 100% shellac solution).

Parts were depowdered by submerging in an ultrasonic water bath for 20-30 minutes followed by
1 hour of drying in air at room temperature. This process was repeated 3-4 times until all
unbound powder was removed (Figure 3). The process repetition with periodic drying was
required to avoid part slumping, which occurs if the part is submerged for an extended period of
time. Periodic drying allows the protective shellac, and the interior powder, to regain its initial
strength.

The end-to-end process was demonstrated by printing a part representing the inverse of the
desired shape (i.e. printing a mold), depowdering as described above, then placing the mold in a
tube and casting polyurethane. Once the polyurethane had cured, the polyurethane/mold
assembly was submerged in an ultrasonic bath containing isopropyl alcohol. 20-30 minutes of
soaking removed the bulk of the mold, resulting in the final plastic part (Figure 4).

Figure 4. End-to-end process demonstration. Polyurethane object cast into expendable shellac/powder mold and
processed using two-step solvent removal system. Width of bars are 2 mm.
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Table 2. Optimization of binder solutions for inkjet compatibili_
% Isopropyl % Shellac % Propylene Glycol Clog?

(Y/N)
95% 5% 0 N
90% 10% 0 Y
90% 5% 5% N
85% 10% 5% N
80% 15% 5% Y

77.5% 15% 7.5% N
72.5% 20% 7.5% N

Optimizing the system for compatibility with the thermal inkjet used in the Z-Corporation
ZPrinter 310 system proved to be a significant challenge. Inkjet nozzle clogging was reduced,
but not fully eliminated, by using a diluted shellac solution and adding a small volume
percentage of propylene glycol as a humectant (Table 2 details the optimization process). A
mixture of 20% Shellac in 72.5% isopropyl alcohol with the addition of 7.5% propylene glycol
provided a formula that was robust (non clogging), yet provided a high enough shellac content to
deliver a sufficient amount to the powder surface for binding. This 72.5%, 20%, 7.5% mixture
was used for the rest of the time with the HP print head in the ZPrinter 310 machine.

Figure 5 illustrates the results using the above binder formulation to create objects on the
ZPrinter 310. Single layer test strips held together quite well, using the "full saturation" setting
on the software. While the actual amount of binder delivered to the surface using this setting
was not quantified, it appeared visually equivalent to the amount delivered via the airbrush with
a similar solution. Multiple passes of the same pattern on a single layer were not possible under
the ZPrinter software, which was a major limitation. Additionally, the powdered milk was not
dense enough to be spread evenly by the machine's automated roller; when the machine would
roll a new layer of powder it would catch on the build area and ruin the previous layer. A
mixture of 50% powdered milk and 50% starch solved this problem, and was used for the
duration of the experiments.

A significant issue was hanging drops of binder that were consistently observed to be present
during machine operation, likely due to the low surface tension of the binder carrier solvent
relative to the aqueous solution normally used in ink formulations. This created two problems:
1) the drop would catch the surface of the powder, pulling powder up to the head and clogging
the nozzle, and 2) the drop likely contributed to the early failure of the inkjet printhead.
Printheads burned out after -20-30 layers, likely because of the use of alcohol as the operating

Figure 5. Sample parts produced using ZPrinter 310 commercial system. Left: Single layer. Center: part after
building, with unbound powder. Right: after dissolving unbound powder. Width of bars are 2mm.
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solvent. Using a material system with a non-aqueous carrier solvent and a high solids loading
will require a piezoelectric inkjet system (whereby liquid is mechanically forced out of the
nozzle by a compressive wave), an ultrasonic nozzle, or a microspray system (described in
Hardware section).

As part of this effort, CAD solid models were created to explore mold development issues and
illustrate the complex geometry possible via these techniques. Figure 6 shows one example
design. Note that the part produced on the machine is the inverse of the final desired shape, as it
serves as the mold.

Figure 6. CAD files developed to evaluate capability of the system to create complex parts. Left: CAD model for
expendable mold. Center: Cross-section of mold. Riaht: Shape of resultine obiect (cast into the expendable mold).
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* Task 3: Near-Term Commercial Applications

Find appropriate near-term commercial and military applications.

The feasibility of this project was illustrated in the results section. Organic materials were tested
that had varying solubility and simple shapes were created. The next step is to determine
practical applications for this technology. Several possible engineering devices may benefit
from the ability to control both macro and meso-scale, internal and external geometries to a high
degree of accuracy and economically. Promising potential applications include:

Hydrogen Storage

The storage of hydrogen is one of the biggest challenges in developing efficient fuel cells.
Hydrogen can be compressed or liquefied, both with it challenges. Chemical bonding is the most
promising hydrogen storage technique in terms of safety and cost. Metal and liquid hydrides and
adsorbed carbon compounds are the principal methods of bonding hydrogen chemically. They
are the safest methods as no hydrogen will be released in the event of an accident, but they are
also bulky and heavy.i

Metal hydrides such as FeTi compounds are used to store hydrogen by bonding it to the surface
of the material. To ensure that large volumes of hydrogen can be stored it is essential to use
small granules of the base material to make a large surface area available. This method follows
traditional powder processing of making sub micron powder. Unfortunately, metal hydrides can
store only 2-4% of their mass in hydrogen. A newer technology utilizing nanofibers may
potentially hold 70% of its mass in hydrogen. The nanofiber array (structure) and geometric
development could potentially benefit from our work."

Bioactive Filters

Filters utilized to remove pathogens and other airborne contaminants are growing increasingly
complex. Efficiency demands as measured by parts per billion and even trillion are not
uncommon. Extremely large surface areas in a compact form factor are necessary to achieve this
level of filtration. The added challenge is the adaptability of microbes to thrive in filter
conditions that may have destroyed them only weeks earlier. Thus, large surface area and
complex geometry must be combined to provide a means to flush and inoculate filters. The
ability to create large surface areas has been established, but it is unclear on how to combine
nano and meso scale into a continuous component. This may be solved using the results of our
work as a springboard.

Biomaterials

Bone growth into implants is paramount in developing a mechanically sound joint replacement.
The surface area must be carefully controlled to ensure proper growth. For example, nanotubes
of titanium oxide have been developed to act as growth sites for hydroxyapatite. The 8 -15 nm
feature size has enabled accelerated nucleation and growth of the bonding layer to the titanium
implant."' The small scale has allowed improved growth but the complexity of the structure is
limited by the nanotubes inherent shape.
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The contact of any biomaterial with blood gives rise to multiple pathophysiologic defensive
mechanisms such as activation of the coagulation cascade, platelet adhesion and activation of the
complement system and leukocytes.'v This statement illustrates the need for biocompatibility.
There are limited materials that are FDA approved for use in the body. Traditional means of
forming these materials may not be adequate to produce the shapes required, thus meso scale
refinement using several materials normally not co-producible is possible. (For example one
can't combine UHMW polyethylene and titanium together into a single casting, forging, etc.)

MEMS Devices

Micro electronic-mechanical systems (MEMS) currently rely on traditional semiconductor
fabrication techniques. Silicon though is not the best material for every device as it has low
fracture toughness and oxidizes readily at temperatures above 600'C. Considerable research has
been conducted in improving range of motion of MEMS devices through a combination of
mechanical movement and piezoelectric actuators.' This again is based on the ability to control
the shape and morphology of the materials. Friction also plays a role in performance which can
be somewhat controlled by surface roughness and material combinations. It may also be
possible to combine materials to create self lubricating composites.

These are only a few examples of the possible applications. Feasibility and implementation
would require further study and future work would focus on detailed development of the most
promising engineering device. Because the techniques developed in this effort use entirely
biocompatible, food-grade materials and are designed to accommodate extremely complex,
organic shapes and material / variable density objects, a natural extension of this project would
be in biomedical applications. We will continue development of this exploratory work directed
toward applications of highly-complex, meso-scale composites in 3 interrelated areas:
bioabsorbable scaffolds for tissue engineering, creation of ceramics with variable-density and
local property control, and application of this system in validation of complex FEA models.

1) Bioabsorbable Scaffolds for Tissue Engineering

Expendable molds for scaffolds that have predefined O.1mm-lmm wide internal
channels ("macro" features for fluid transfer in a bioreactor) will be created out of
powdered milk/shellac binder, manufactured using techniques developed in this project.
An aqueous gelatin solution (potentially pre-seeded with cells, depending on the
application) will then be cast into the mold. The mold will be dissolved away with an
ethanol/water solution and the gelatin scaffold either dried or rehydrated for use in
tissue engineering applications.

2) Ceramics and PM with Variable-Density and Local Property Control

Rather than expendable, use techniques developed in this project to create local
property control in powder-metallurgy performs or ceramic greenbodies. The goal of
this proposed effort is to create mechanically accurate synthetic bone by three-
dimensional printing. By adding different amounts of binder containing a combination
of colloidal ceramic particles and/or alkoxide compounds onto a powdered ceramic
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* substrate material, it is possible to selectively add ceramic mass and/or sintering aids
(e.g. promote liquid-phase sintering in localized regions) to the resulting ceramic
greenbody that will locally alter the properties of the final sintered ceramic. This will
enable the creation of post-fired ceramics with areas of higher density, altered
mechanical/thermal/electrical properties of the material, etc. This project will develop
the materials and manufacturing system to create a variable density ceramic to be used
as a knee implant, with regions of low density to promote bone ingrowth, gradually
transitioning to fully dense wear surface at the knee contact point.

3) Validation of Complex FEA Models

The manufacturing techniques developed in this project will be applied to the physical
validation of highly complex Finite Element Analysis models. FEA of inhomogeneous,
anisotropic systems (e.g. bone or complex composites) is a developing field, yet part of
the resistance to wider-spread use of these tools is that, because of the complex nature
of the materials they are simulating, these models are extremely difficult to validate by
controllable, reproducible physical systems. In this project, two-polymer composites,
or single-polymer lattices with mesoscale features created by the method developed in
previous efforts, will be produced in geometries and with mechanical properties
suitable for the validation of inhomogeneous and/or anisotropic FEA models of organic
systems such as bone.
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Hardware Development

To overcome the limitations of the thermal inkjet and the lack of control flexibility in Z-
Corporation commercial software, project resources were used to develop a "universal inkjet
testbed" system (Figure 7). A commercial 7-jet microjet spray dot-matrix inkjet (Marsh Unicorn
model) is suspended in a stationary position over a 2-axis linear motion table. The powderbed
system described under Task I (Figure 1) is moved underneath the inkjet head in a raster pattern.
The entire system is controlled via National Instruments Labview software. A simple graphics
program has been implemented in Labview to accept bitmap graphics as the input file, and
translate this into both motion control and firing of inkjet nozzles. Binder saturation is controlled
by a combination of pressure of the supplied binder solution and speed of the powderbed beneath
the inkjet head.

The microjet spray inkjet, which is designed to print dot-matrix characters onto products on a
moving assembly line, has a low inherent resolution, but because the design of the spray nozzles
are similar to an airbrush system, this print head allows for a wide range of liquids to be
deposited. Seven nozzles are independently controlled to create dot-matrix letters. The
commercial control system for this printer has been modified to allow firing control via the
Labview system. Initial experiments using the existing printhead control system resulted in parts
with nominally 1mm resolution. A near-term activity is to interlace the inkjet nozzle patterns,
which should effectively increase the achievable resolution of this system to nominally I 00am.

Using this testbed hardware, simple parts have been produced. Because the microjet nozzle is
compatible with a wider range of materials, we are currently using a binder solution with
increased shellac content: 50% shellac / 45% isopropyl alcohol / 5% propylene glycol at a
moderate liquid pressure (28 psi). This system has not been optimized. Preliminary parts
produced using five successive inkjet passes and 500 im layers hold together, yet are weak and
do not fully survive the water depowdering process (Figure 8). We will continue both the
hardware development and materials optimization using this system, which can eventually be
retrofitted with a piezoelectric inkjet head for increased resolution at a slight reduction of
printing robustness.

Figure 7. Universal inkjet/powderbed testbed system.
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Figure 8. Preliminary results using the newly developed hardware testbed.

Future Efforts and Conclusion

Although the period of performance of this project is over, we do not consider it to be a
completed effort. Near term plans are to:

"* Increase the resolution of the inkjet testbed and optimize the shellac binder system to
support the increased resolution and create durable parts.

"* Optimize the techniques for casting of meso-scale features (e.g. pressure, vacuum, low-
viscosity casting formulations, etc.)

• Validate the end-to-end creation of polymer objects with meso-scale internal features.

There is also the strong desire to seek follow-on work, as described under Task 3:

* Bioabsorbable Scaffolds for Tissue Engineering- proposal recently submitted
* Casting Complex Shapes: Human Heart Models - sponsored research project (See

Figure 9).
* Continued hardware development plus independent work on variable density

ceramics/Powder Metallurgy techniques leading to a SBIR proposal with a Los Angeles
based startup company.

Figure 9. Extremely complex CAD model (human heart) with organic shapes and meso-scale features.
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The results of this effort are still quite preliminary, but planned dissemination includes a paper at
an upcoming Solid Freeform Fabrication symposium and a key component of a manuscript for a
reviewed journal paper on the engineering and manufacturing of organic shapes.

While not all of the stated proposal objectives were met, a different direction in the area of
biomedical engineering was explored that is extremely promising. The materials and techniques
developed in this effort will serve as the foundation for a wider scope of applications than
originally envisioned, and we are excited to continue to develop the materials and processes
towards applications of complex engineered materials.

TASK 3 REFERENCES

'http://www.e-sources.com/hydrogen/storage.html
"Chen, X., et al., "Electrochemical hydrogen storage of carbon nanotubes and carbon nanofibers," International
Journal of Hydrogen Energy, Vol. 29, 2004, pp. 743-748.

Seung-Han Oh, et al., "Growth of nano-scale hydroxyapatite using chemically treated
titanium oxide nanotub'es," Biomaterials., Vol 26., January 2005. pp. 4938-4943.
i7 Tanzi, M.C., "Bioactive technologies for hemocompatibility," Expert Review of Medical Devices. Vol. 2, No. 4,

July 2005, pp 473-492.
' Eniko, T., "Micro-mechanical switch array for meso-scale actuation," Sensors and Actuators A Vol. 121,2005, pp.
282-293.
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Development of an HCCI Engine for Combustion Sensing and Control Studies

Summary

Homogeneous Charge Compression Ignition (HCCI) is an advanced combustion concept that has
the potential to significantly reduce fuel consumption and oxides of nitrogen (NO,) associated
with engine operation. One major challenge that remains is the lack of direct combustion
control, which limits an engine's operational regime and promotes excessively high levels of
unburned hydrocarbons (HC). Independent and variable intake temperature control has presently
been identified as one critical area of research in the engine community. A four-cylinder 1.9L
diesel engine was retrofitted with a custom intake manifold system, which included separate
runners with integrated air heaters for each cylinder. Since intake air temperature was
independently controlled via these non-communicating heaters, cylinder-to-cylinder and cycle-
to-cycle variations (CTC's, collectively) were minimized during operation.

Intake charge temperature control proved to be a viable means to affect the quality and
operational limits of HCCI combustion. The variations observed between cylinders and cycles
support the need for individual cylinder control; a strong correlation between the timing for the
onset of HCCI combustion and the intake air temperature was apparent in these initial studies.
The temperature to which the intake air must be heated increases with an increase of air/fuel ratio
(leaner intake mixtures) and thus, the maximum obtainable IMEP decreases. The coefficient of
variation (COV) of indicated mean effective pressure (IMEP) for each cylinder in the stable
combustion regime was less than 3% (i.e. nearing production levels). Values of NO, were
obtained at an ultra-low 5 ppm, while HC and carbon monoxide (CO) readings were slightly
elevated from a typical baseline engine running in HCCI mode.

The following project was performed under the Office of Naval Research's C3RP program in the
Cal Poly Engine Laboratory to address the ongoing challenges of both sensing and controlling
combustion quality. This research has led to the successful completion of two graduate theses,
one senior project, and an undergraduate research assistantship. Three faculty members in the
Mechanical Engineering Department, representing expertise in engine design, advanced controls,
and mechatronics, guided these efforts, while one technician was instrumental in the
development of the experimental apparatuses. Furthermore, portions of the data acquisition
system, the engine control unit, and the dynamometer controller have been integrated within
laboratory sections of the internal combustion engine design courses and have been used for
additional senior projects. A series of recommendations and future directions are offered at the
conclusion of this report.

Introduction

A four-cylinder 1.9L Volkswagen turbocharged direct injection (TDI) engine was converted to
operate under HCCI mode. The modifications to the stock configuration included new piston
design and fabrication, a redesigned custom intake with integrated heaters and microcontrollers,
a port-fuel injection system using 87 octane gasoline, disabling the stock diesel fuel system, the
removal of turbomachinery, pressure and temperature sensing instrumentation throughout the
experimental test stand, and low- to high-speed data acquisition.

All subsystems were tested individually before a complete system shakedown test was
performed. Exploratory experiments and computational analyses were performed concurrently
to ensure a thorough understanding of the fundamental operating limits of the engine, CTC
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variations, fueling requirements, emissions sensing capabilities, and overall system response to
temperature and fuel variations. The engine test stand was designed in a modular fashion such
that a variety of additional research goals could be met in the future using the same engine and/or
engine family. Potential future projects include gasoline direct injection (GDI), multiple fuel use
and fuel switching including diesel and compressed natural gas, blended combustion processes
(spark and compression ignition), variable valvetrain actuation, exhaust gas recirculation and
heat recovery, and potential application to the Cal Poly Hybrid Vehicle Development Team's
Ford Explorer.

HCCI Fundmentals

HCCI is a combustion process that is capable of being both highly efficient and low emitting by
combining the auto-ignition characteristics of the compression ignition (CI), or diesel, engine
with the premixed air/fuel mixture of the spark ignition (SI), or gasoline, engine. The
improvements in thermal efficiencies are produced from the higher compression ratios, while
low temperature combustion of locally lean mixtures prevent NO, emissions from forming.

HCCI can be obtained by either indirect or direct fuel injection. The original intent of this
project was to inject gasoline via the stock diesel injectors, though complications arose in
locating an appropriate pump system. The decision to design a port fuel injection strategy would
have also allowed for potential research collaborations with other institutions.

Because direct injection offers less time for the air/fuel mixture to homogeneously mix, many of
the research engines available currently operate with port fuel injection. A small amount of fuel
(gasoline as an example) is injected into the cylinder during the intake stroke, and during

* compression, the fuel and air mixture approaches homogeneity. When the piston reaches the top
dead center (TDC) position, the elevated compression ratio promotes simultaneous and uniform
combustion throughout the cylinder's combustion chamber, unlike a moving flame front seen in
both SI and CI engines.. This instantaneous combustion process is commonly modeled using the
Constant Volume Ideal Air Standard Cycle, or Otto Cycle, which yields the highest thermal
efficiency of any other air standard cycle.

The rapid rates of heat release and pressure rise require that very lean air/fuel mixtures, and
thereby power. Loading conditions approaching those of typical gasoline or diesel engine
operation would most likely cause structural damage to engine components. Though these
power levels are generally low, the efficiencies and NOx levels produced are still very attractive.

Although the biggest gain in HCCI combustion is the drastically reduced NO, pollution, there
still exist trace amounts of other potentially harmful and federally regulated emissions.
Temperatures that were once high enough to form NO, are now too low to do so, resulting in the
freezing reaction of the pollutant to be exhausted on the cylinder's exhaust stroke. Reductions of
up to 90-98% are usually seen during HCCI combustion. HCCI has also been reported to
produce low smoke and particulate matter (PM) emissions. Though the PM formation
mechanism is still not fully understood, one possible explanation is that the absence of fuel-rich
regions in the combustion chamber prevents soot formation.

HC and CO emissions, however, are higher than those in a regular diesel engine. One reason for
this could be that the low in-cylinder temperatures due to the lean mixtures contribute to
decreased post-combustion oxidation rates within the cylinder and increased levels of HC and

* CO. Mixture preparation is very important in reducing HC emissions because the liquid fuel
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deposition on the combustion chamber surfaces results in increased HC emissions. This fuel
pooling can also occur in the piston bowl; flat rather than bowl-in-piston designs have been
recommended in the open literature to decrease deposition. Furthermore, the higher compression
ratios may force greater amounts of HC's into crevice volumes, which prevent combustion from
occurring altogether. Upon exhaust, these trapped HC's are expelled from the crevices and/or
desorbed from the oil film into the exhaust manifold.

Experimental Apparatus

The following sections address the various subsystems that were developed during the course of
this project. Note that preliminary results are provided at the conclusion of this report, which
illustrate the research potential of the Cal Poly HCCI engine. For further details on this
foundational work, please refer to:

Cheung, Taylor, Demonstrations of Independent Intake Temperature Control In an
Experimental Gasoline HCCI Engine, Master's Thesis, California Polytechnic State
University, San Luis Obispo, CA. 2005

Jacques, Nicholas, Combustion Stability limits and Cycle-to-Cycle Variations in an
Experimental Gasoline HCCI Engine, Master's Thesis, California Polytechnic State
University, San Luis Obispo, CA. 2005

Dietrich, John, Study ofAC Phase Control for Pulse-Width Modulation of HCCI Heaters,
Senior Project, California Polytechnic State University, San Luis Obispo, CA. 2005

Piston Redesign

Higher compression ratios are generally more desirable in an HCCI engine because they
contribute to easier autoignition and they require less intake air heating (through internal or
external means). The stock diesel engine was received with a nominal 19.5:1 compression ratio,
though was measured at 18.4:1 using the following technique. A plastic plate with four cavities
of known volume was bolted to the head. Using a graduated burette, colored water was dripped
into each cavity through a small through-hole at the 0' position when each piston was moved to
its TDC position. The water filled the stock piston bowl and the cavity above the piston (see
Figure l(a)). The cavity volume was then subtracted from the total water volume to find the
bowl volume. This procedure was repeated several times for each piston. The plate was then
bolted onto the head where the valve crevice volumes were found in a similar fashion (see Figure
1(b)). Finally, compressed gasket volume was approximated to yield total clearance volume for
each cylinder. After measuring the stroke and bore (several times and at various locations), the
actual compression ratio was determined.

Using this information, the baseline piston (Figure l(c)) was redesigned to maintain a 16:1
compression ratio (as recommended in the literature), a flat-top piston shape, and the minimum
piston topland volume (Figure l(d)). The fabrication of these pistons was outsourced; the final
product is depicted in Figure 1 (e).

0
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Figure 1: Piston redesign and fabrication process.

Heated Intake Manifold System

The decision to develop an engine with a 16.5:1 compression ratio required that thermal energy
be added to the intake air charge such that autoignition would be possible. Four 2-kW air heaters
were purchased after computational analyses were performed to determine selection. These
heaters were tested in the Thermal Sciences Laboratory using various volumetric flow rates to
simulate different engine speeds, and at power levels to simulate varying intake temperature
demands. Various thermocouples were also tested to determine the most appropriate
combination for the final engine. Figure 2 (a) shows a stock intake heater, the capabilities of
which were tested in the Thermal Sciences Lab in the setup provided in Figure 2(b).

2
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(a) (b)

Figure 2: Stock intake heater (a) and experimental setup in Thermal Sciences Lab (b).

The intake heaters were then welded to an aluminum air box shown in Figure 3, which was also
integrated with a throttle body. Though not used in this phase of the project, the throttle system
was included to study startup enrichment strategies. The remaining components of the intake
were four venturis and the modified intake runners, which provided a gradual transition from the
larger diameter heaters to the smaller intake port diameters. The unassembled intake is depicted
in Figure 3.

Figure 3: Unassembled intake system.

To address the concern of vibration, high temperature silicon tubes were used to connect the
heaters to the four venturi nozzles and then to the modified stock intake. The silicon tubes were
chosen to help isolate the heaters from the engine vibrations. The intake assembly is shown
during installation on the engine in Figure 4(a), while two views of the assembled engine
attached to the DC dynamometer are shown in Figure 4(b) and Figure 4(c). Note that a flexible
hose connected the intake to the throttle mechanism to the laminar flow element, or LFE, (shown
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* in the background in Figure 4(b) and (c). The LFE was used in conjunction with a lambda
sensor (placed in the exhaust) and a fuel balance to determine the actual air fuel ratio the engine
was inducting.

(a)

(b) (c)

Figure 4: Intake system at various stages of assembly.

Note that yellow thermocouple wires are present in each intake and one in the exhaust manifold.
All are directed to the data acquisition system outside the test cell through the overhead boom
shown in Figure 4(b). Like the fuel system to be discussed in the following section, the control
system for the heaters was integrated within the dynamometer subsystem and will therefore be
addressed in a later section.

Fuel Injection System

Multi-port fuel injection was the desired method of fuel delivery because of its proximity to the
intake port (better transient response) and tighter control over metering. The open literature
suggests that individual control of each cylinder is necessary in improving engine operation.
Therefore, injectors were located after the heaters to prevent any chance of fuel ignition when
passing through the heater elements. In addition, the injectors were located before the head, so
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that the fuel would be sprayed onto the intake valve, as seen in Figure 5. The hot valves were aid
in the vaporization of the fuel, as well as air/fuel mixture preparation.

VENTURI x (4)

SILICON RUNNERS x (4)

FUEL INJECTOR x (4)

Figure 5: Fuel injector locations

The fuel injectors are connected to the electronic control unit with the red and yellow wires
shown in Figure 5. These wires provide the connection for the injector pulse width signal to turn
the injectors on and off for prescribed durations.

Data Acquisition and Dynamometer Control Systems

The dynamometer system served as the central hub for data acquisition and subsystem control.
The control and data acquisition center is depicted in Figure 6. The test cell, which contains the
dynamometer and engine stand, is located through the window seen in Figure 6(a). The
following list briefly describes all the numbered systems in this figure.

'(b

Figure 6: The central dynamometer control system (a) worked in tandem with the fuel
balance, emissions analyzers, and fuel controller systems in (b).
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Subsystem Description
1) Testmate/Cellmate hardware: These control boxes contain the engine test schedules and

serve as a data retrieval system.
2) The Main Computer: Acquires and retrieves data to/from the Testmate/Cellmate

hardware. Digalog Hypercell is the driving program, which is used to direct data
appropriately. User inputs to the heater control units are provided to the Hypercell
software here. Asamle screenshot from the Main Coin uter is shown in Figure 7.

I MCY

Figure 7: Sample screenshot of the main computer depicting the input
temperature request locations and actual air temperature for all cylinder intakes.

3) Digalog Control Panel: Allows the user to vary dynamometer and engine speeds and
loads according to a prescribed test schedule saved to the Testmate/Cellmate system. A
picture of the control anel is rovided in Figure 8.

Figure 8: Digalog dynamometer control panel.

4) AVL Combustion Analyzer: This system is connected to the in-cylinder pressure
transducers that were inserted in each cylinder's glowplug holes. The hardware allows
one to collect pressure data on a crankangle basis from each cylinder simultaneously.
These data are collected on the corresponding computer and are reduced on a cycle-to-
cycle and cylinder-to-cylinder basis. Time- and crank-angle resolved data result.
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a. A screenshot from the AVL computer is shown in Figure 9 (a) for a single
cylinder and cycle. Note that the combustion process near TDC is extremely
rapid (left-most side of graph). This plot is a typical pressure vs. volume diagram
from which IMEP was calculated. The almost-constant volume combustion
process suggests thermal efficiencies approaching those of the Otto Cycle.

b. Data for 50 consecutive cycles were then logged in the AVL database and
reduced to yield the plot in Figure 9 (b). In this case, the engine's transient
response to a step change in fueling rate was investigated. The engine was
operating under HCCI mode for the first 50 cycles, at which point, an increase in
fuel mass was imposed using the ECU. The unstable pressure traces that resulted
are a clear indication of the onset of knock. At approximately 200 cycles, the
fueling rate was returned to its original state. The remaining pressure vs.
crankangle traces indicate that the engine required a longer period of time to
return to smooth HCCI operation.

(a)
Cylinder #3

..........' ' -.

100 ..

80 ..........

/ 60 ......

40,..
2 . ..- ....

01

250 .
200 " 800

150 . 600
100 .400

50 200

Cycle Number 0Crank Angle Degrees

(b)
Figure 9: Pressure data from the AVL Combustion Analyzer in pressure-volume

diagram form for a single cylinder and cycle (a)
and in cycle-resolved form for one cylinder on a crankangle basis (b).
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5) Low-speed data acquisition screen: The channels on this output screen are associated
with all temperatures and pressures outside the cylinders, engine speed and torque, the
LFE flow rate, and fueling rate. A screenshot is shown in Figure 10.

-E-

Figure 10: Low speed data acquisition screenshot.

6) Electronic Control Unit (ECU) for the fuel injection system. Screen 6(a) is an echoed
output from 6(b). The ECU is controlled with the computer in the cabinet in Figure 6(b).

O The user varies fueling rate to affect the overall air/fuel ratio inducted into the cylinder.

Figure 11: ECU software screen. The UAP, or User Assigned Pulsewidth,
was used to vary air/fuel ratio.

7) Emissions Analyzers. Screen 7(a) is an echo of 7(b). These readings are of HC, CO,
NOx, 02, and CO2 in the exhaust. The oxygen sensor also yields an air/fuel ratio by
sampling the products of combustion in the exhaust gas. A screenshot of the readingsfrom the emissions eis given in F 12.
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Figure 12: Screenshot of the emfissions analysis readings.

8) The Heater Control Unit: This hardware is connected to the Testmate/Cellmate systems
for data storage. The pulse width modulated (PWM) signal it produces for each heater is
controlled by the air temperature request provided to Hypercell by the user on the Main
Computer at Screen 1. The hardware and connections are shown in Figure 13.

Fiur 1:Heae cotole apaats

9) AV FuelBalane: Ths sysem isconneted t the uelvbltaneindeteescllha

sysem lon wih sbmoelsFogr e trnsen repneoHh eater mircontroller. Theraus

enrg bV ue alance: wass appliicnnced to the system asashown insd the HetrSstmsbeelt inFiuel 15.t

Thiste aogwt models was usdttainihtsit thasen responsiens of the inataer aicrteperturoe bhefr

the engine was ever operated. The proportional, integral, and derivative control factors were
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* varied in an effort to predict what could be expected in the actual system. The submodels in
each block contained empirical correlations and physically-based equations. This simulation was
developed as a foundational effort upon which future graduate students could vary correlation
factors and improve submodels in an effort to improve the correlation between experimental and
model results.

File Edit e•w _ndatrln r at Taoos Help

-r -

for the heaters and their controllers.
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Results and Discussion

As the foundational work for the HCCI engine, it is of particular interest to first determine the
operation limits of the engine. Within these limits, the cylinder-to-cylinder and cycle-to-cycle
variations are observed to gain a fundamental understanding of how the engine performs. From
this information, educated decisions can then be made as to their validity for various avenues of
further research and development, in hopes of bringing HCCI combustion closer to being
implemented in industry.

Limits of Operation

To determine the limits of operation, an engine speed of 1300 RPM was selected and the air/fuel
ratios and intake temperatures were varied. The 1300 RPM engine speed was selected because
of the relatively low volumetric flow rate and potentially safer operation. During motoring tests,
it was observed that minimal vibrations occurred at this speed, whereas higher engine speeds
produced rapid and violent excitation at the engine rails.

Defining the limits of operation can be done by either merely listening for the onset of knock or
misfire, or by viewing the in-cylinder pressure trace. Engine knock produces a markedly rough
sound as compared to smooth HCCI operation. This rough operation can be viewed on the
pressure vs. time diagrams from the AVL combustion analyzer. At certain operational regimes,
the combustion event becomes unsteady. That is, combustion does not occur during every
consecutive cycle. This phenomenon is called misfire. Examples of smooth operation, misfire,
and knock are shown in Figure 16. Note that cylinder firing was synchronized such that these
traces could overlay.

(a)

Figure 16 (a): Example of smooth HCCI operation in all four cylinders. Note that, by
inspection, the CTC's are minimal because the pressure vs. crankangle overlay.
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Figure 16 (b): Example of misfire in an HCCI engine.
Note that the time scale has been truncated to show detail around TDC.

For this particular engine cycle, not all cylinders fired.0

Figure 16 (c): Example of knocking in an UtCCI engine. Note the rapid pressure pulsations
in each of the cylinders. These pressure waves are undesirable as continued knock

* damages engine parts.
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Various combinations of fueling rate and intake air temperature were provided to the engine at
an engine speed of 1300 RPM. The operating map shown in Figure 17.

80

7Msfire 

Region

60

.2
cc t Stable Combustion
" 50 Region
U-

40-

• ~Silicon Temrp.

30 Limit

Knock Region

20

400.0 410.0 420.0 430.0 440.0 450.0 460.0 470.0 480.0 490.0 500.0

Temperature (K)

Figure 17: The limits of combustion stability for the Cal Poly HCCI engine.

The area bounded by the thick black line is the region of stable combustion, all values above are
misfire and below are knock regions. Just over 400 K (260 'F) is the limit where some cylinders
knock while others misfire. To the right of this point, in the stable region, is where the engine
produces the most power. The air-fuel ratio is the least is the region, and the most power is
going to inherently be produced. This is because the largest amount of fuel is being used and the
power is proportional to the amount of fuel reacting. A closer look at each of the three regions of
interest is explored on the basis of cylinder-to-cylinder and cycle-to-cycle.

Quantifying CTC Variations

Figure 18 contains two- and three-dimensional illustrations of the three combustion regimes
indicated in the engine's operational map. The plots indicating misfire and knock clearly
indicate the need for independent, variable intake temperature control. Initial studies in this field
have aided in decreasing the cycle-to-cycle and cylinder-to-cylinder variations. These CTC's
must first be quantified before comparisons can be drawn.
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Figure 18: Examples of misfire (a,b), stable operation (c,d), and knock (e,f).

306



While torque is a valuable measure of a particular engine's ability to do work, it depends on
engine size. A more useful relative engine performance measure is obtained by dividing the
work per cycle by the cylinder volume displaced per cycle. The parameter so obtained has units
of force per unit area and is called the mean effective pressure (mep).

mep =PnR
VdN

The net indicated mean effective pressure (IMEP) is the work delivered to the piston over the
entire four strokes of the cycle per unit displaced volume. The term 'indicated' is a remnant of
when indicator gauges were placed inside a cylinder to measure pressure throughout the cycle.

IMEP- fpdV

Upon obtaining pressure vs. volume diagrams for all consecutive cycles in each cylinder, these
data were then provided to the Matlab environment where the above integration was performed.
In addition, the Matlab script determined the standard deviation of the IMEP values for each
cycle using the following equation:

nZ X2 _(EXY
UMEP n(n--

Finally, the COV was determined with:

COV= OrIMEP xl00.
mean IMEP

The pressure data illustrated in the previous figures has been reduced using the COV and IMEP
Matlab scripts such that COV's for the misfire, stable combustion, and knock regimes can be
quantified and compared. Figure 19 depicts the reduced data for these cases, including the
COV's for each cylinder and the IMEP at each individual cycle and cylinder.
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Indicated Mean Effective Pressure Comparison
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* Figure 19: coy of IMEP for 50 consecutive engine cycles in and engine operating under
misfire (a), stable combustion (b), and knock (c).
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Regardless of what region the engine is operating a few probable explanations for the variations,
could be:

"* normal variation in equivalence ratio
"* mass air flow fluctuations
"* dynamometer speed
"* heater fluctuations
"* physical dimensions of each cylinder

Emissions

The emissions that are measured are CO, C0 2, HC, 02, NO,, air/fuel ratio (A/F), and lambda (k).
Of these emissions the HC, NOx and the A/F are of particular interest. HCCI combustion
produces higher values of HC than a comparable SI engine, thus necessitates reduction. The
NOx is where HCCI has the largest gains, with reductions of approximately 90% of a
comparable CI engine. Lastly, the A/F provides feedback as to where the engine is operating. A
summary of the typical emissions that were observed are presented in

Table 1: Summary of typical emissions

Run C02 CO 02 HC NOx A/F Ratio Lambda
(%) (%) (%) (ppm) (ppm)

1 4.47 0.096 14.62 405 5 43.5 3.09

2 4.68 0.101 13.57 445 5 40.09 2.84

3 4.65 0.104 13.56 451 5 40.18 2.85

4 4.39 0.106 13.94 435 6 42.37 3.01

All of the values look favorable except for the HC numbers. It is desirable to have lower
numbers for HC. There could be a few reasons for this. The HCCI designed pistons have
incorporated mechanisms to minimize unburned HC from crevices, so this is ruled out. High HC
numbers typical signify that there is not complete combustion or that not all of the fuel is
consumed. The especially high levels of fuel consumption may imply that complete vaporization
of the fuel mixture does not occur before the onset of combustion. Further studies into this
matter are necessary.

Conclusions

The groundwork for a 1.9L gasoline HCCI engine has been completed. Fundamental
experiments and analyses of the limits of operation as well as the cylinder-to-cylinder and cycle-
to-cycle variations have been performed. T he following conclusions can be drawn from the
experimental results obtained:

1. Individual intake heating was a viable means to control HCCI combustion. The
variations observed support the need for individual cylinder temperature control.

2. There was a strong correlation between HCCI start-of-combustion and intake air
temperature.
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3. IMEP increases as air temperature and air-fuel ratio decreases, stability limits become
increasing narrow in this direction.

4. Limits of operation at 1300 RPM have been defined.

5. The COV of IMEP for each cylinder in the stable combustion region was less than 3%.

6. High values of HC were observed due to inefficient combustion, may be a result of an
inhomogeneous air/fuel mixture.

7. NO, values of 5 ppm were obtained.

8. Fuel conversion efficiency was approximately 16.8%

9. Power produced was 12 bhp (8.95 kW) at 1300 RPM

10. Torque produced was 34 lb-ft (4.7 kg-m) at 1300 RPM

Recommendations for future directions include determining the source of the low fuel
conversion efficiency. This might be the reason for the high HC values and reduce them, if not
then an investigation to reduce HC is advised. The pistons were designed such that HC would be
minimized. To date, this is the lowest topland height being implemented. Theoretically, this
should provide the lowest HC values, since crevice volume is one of the major contributors. As
discussed, one possible reason for the high HC values is incomplete combustion, due to the
intake charge not being fully homogeneous. An investigation into better mixing of the air/fuel
mixture is another possibility. There was not much confidence in the fuel flow values that were
obtained, due to about 50% fluctuation in readings. Validation of the fuel flow and measuring
system is needed or possibly upgrading the system. Utilizing the systems capability to
individually control each cylinder will help to improve the already low cycle-to-cycle and
cylinder-to-cylinder variations respectively. This will also expand the operating limits of the
engine and improve engine .power output. As this work was a demonstration and feasibility of
the concept, the potential for great advancements in this area has been established.
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